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I. INTRODUCTION

The collisions of light heavy ions constitutes one of the most interesting areas of low-energy nuclear physics. The reactions of heavy systems are usually dominated by strong Coulomb repulsion at large impact parameters and strong attraction at small impact parameters, thus leading to a classical or semiclassical kind of phenomenon based on the gross features of the reaction partners. This could be understood from the fact that in these collisions the wavelength is short compared to the size of the nucleus which leads to the classical description of the relative motion of the ions.

However, among light systems, the scattering seems to display features reflecting details of the internal structure of the ions. The experimental observation of interesting structures in the scattering of light ions (in the Coulomb barrier region) dates as early as the heavy-ion reaction study by Bromley, Kuehner, and Almqvist, in 1960 (BK60). What characterized the scattering of light systems were unexpected structures in the excitation functions, with a very pronounced dependence on the scattering system. Since then, a tremendous amount of experimental and theoretical work has been done for the classification and understanding of these features (EB85). These structures also stimulated discussions about the possible existence of "nuclear molecules", a conjecture, which has been an outstanding problem in low-energy nuclear physics for the past quarter of a century. This chapter outlines some features of experimental observations together with some
The experimental studies with light heavy ions reveal three separate kinds of structure in the excitation functions. These are classified according to their widths as gross- (Γ ≈ 3-5 MeV), intermediate- (Γ ≈ 0.1-0.5 MeV), and fine-structure (Γ ≈ 0.05-0.1 MeV) resonances. The compound-nucleus states are still narrower and, in principle, could mix with all of the above structures. The gross structure is seen in all of the elastic scattering excitation functions, and they do not have explicit quantum numbers. The width and position of these structures vary systematically with mass number and scattering angle indicating a kind of diffraction phenomenon. These structures are explained as being due to the localization of the partial waves near the grazing angular momentum during the heavy-ion dynamics. More specifically, the gross structure is enhanced by the interference effects between waves reflected from the outer edge of the interaction potential and from the centrifugal barrier in its interior. The intermediate states show no correlation between different reaction channels. These structures arise from nearly random interferences between shape resonances in various asymptotic channels. A recent summary of the structures seen in the collisions of light heavy ions can be found in (EB85).

The more interesting structures are the fine-structure resonances. These resonances are most pronounced in the $^{12}$C+$^{12}$C system although they are also seen in many other systems. Specific spin assignments have been made for most of these states and they are well correlated...
between various asymptotic channels. The small resonance widths imply that we are dealing with a system having a relatively long lifetime. The occurrence of such fine structures in the reaction cross-section is generally viewed as an indication that the reaction proceeds through the formation of a composite system. This assertion also seems to be supported by the fact that the resonances are observed in reactions with different entrance and exit channels. For example, the structures seen through the reactions, \(^{12}\text{C}(^{12}\text{C},^{12}\text{C})^{12}\text{C}\) (EN73, KE79), \(^{12}\text{C}(^{12}\text{C},^{4}\text{He})^{20}\text{Ne}\) (AB63, EB76, BA76, VG77, GT77), \(^{12}\text{C}(^{12}\text{C},p)^{23}\text{Na}\) (CC75, BA76), \(^{12}\text{C}(^{12}\text{C},^{16}\text{O})^{8}\text{Be}\) (EM75, WS77, JF78), \(^{4}\text{He}(^{20}\text{Ne},^{12}\text{C})^{12}\text{C}\) (Da81), and \(^{10}\text{B}(^{14}\text{N},^{4}\text{He})^{20}\text{Ne}\) (MV74, MH77) seem to fit onto a single classification scheme. Resonances were also observed in the electron-induced fission of \(^{24}\text{Mg}\) into two ground state \(^{12}\text{C}\) nuclei following monopole excitations (SK78). Similarly, the fusion cross-section of various systems \((^{12}\text{C}+^{12}\text{C},^{12}\text{C}+^{16}\text{O})\) show characteristic oscillations (SB76). In Table 1 a compilation of the \(^{12}\text{C}+^{12}\text{C}\) fine-structure resonances is given.

From the theoretical point of view the early calculations done for the understanding of these reactions were limited by the assumptions made concerning the nature of the "nuclear molecule". Subsequently, the two-center shell model calculations (PS74, PG77) have treated the shell structure of the \(^{12}\text{C}+^{12}\text{C}\) fully microscopically. This was achieved by using a two-center shell model basis. The \(^{12}\text{C}+^{12}\text{C}\) potential was calculated as a function of the relative distance between the two potential wells. This potential included an optical potential part
Table 1. A recent compilation of correlated resonances seen in $^{12}\text{C} + ^{12}\text{C}$ system [(EB81) and references therein].
Table 1

<table>
<thead>
<tr>
<th></th>
<th>J = 0</th>
<th>J = 2</th>
<th>J = 4</th>
<th>J = 6</th>
<th>J = 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3.17)</td>
<td>(3.75)</td>
<td>(4.46)</td>
<td>(6.49)</td>
<td>9.65</td>
<td></td>
</tr>
<tr>
<td>(3.35)</td>
<td>4.62</td>
<td>5.96</td>
<td>7.55</td>
<td>9.84</td>
<td></td>
</tr>
<tr>
<td>4.25</td>
<td>4.88</td>
<td>6.85</td>
<td>8.86</td>
<td>10.30</td>
<td></td>
</tr>
<tr>
<td>5.80</td>
<td>5.00</td>
<td>(7.30)</td>
<td>9.05</td>
<td>10.63</td>
<td></td>
</tr>
<tr>
<td>(5.37)</td>
<td>(7.45)</td>
<td>(9.33)</td>
<td>10.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.64</td>
<td>7.71</td>
<td>9.98</td>
<td>11.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.25</td>
<td>7.90</td>
<td>10.45</td>
<td>11.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.63</td>
<td>8.26</td>
<td></td>
<td>12.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7.05)</td>
<td>8.45</td>
<td></td>
<td>12.98</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
whose real part was determined by fitting the position and spacing of the observed sub-Coulomb resonances in the total cross-section. The calculations assumed adiabatic motion of the two ions which is appropriate in the weak-coupling limit. In addition, the potential included coupling potentials to the 4.43 MeV $2^+$ state of $^{12}\text{C}$. The coupling potentials depend strongly on the densities of the nuclei. This coupling was assumed to happen mainly in the touching region of the two nuclei. The solution of the coupled-channels equations with such a potential produced a qualitative description of the intermediate structure. This adiabatic picture would have worked well in the weak-coupling limit where the structure of the nuclear configuration is similar to that of the entrance channel. But it does not appear that this is the correct description of the potentials needed to reproduce the fine-structure resonances. Similar calculations of ion-ion potentials have been carried out using the constrained Hartree-Fock theory (CD79). These microscopic calculations computed the potential energy of the 24-particle system as a function of the relative separation coordinate, defined as the square root of the quadrupole moment. By also adding an imaginary part to simulate inelastic excitations of the intrinsic states, they computed the 90° excitation functions in the center-of-mass system. These calculations failed to reproduce in any quantitative way the intermediate and fine-structure resonances, although the gross-structure was reproduced. Other constrained Hartree-Fock calculations (CH76,BG80,FH80) have also produced similar potentials as a function of the ion-ion separation coordinate, $R$. These potentials have
no repulsive core due to the true adiabatic nature of the calculations. The strong attraction seen for short separation distances indicates that there is no mechanism to maintain a binary molecular shape. On the other hand, constrained Hartree-Fock calculations using the sudden approximation (ZM75,CS82) yield potentials that are similar to the ones obtained by making the adiabatic approximation except they become strongly repulsive at small separations. This strong repulsion is inconsistent with the long lifetime of the fine-structure resonances. An interesting outcome of one of these calculations (BG80) was the observation of a shape transition for small values of the separation coordinate. The $\alpha^{16}O-\alpha$ configuration was found to be energetically favorable in the large overlap region of the two carbons.

Figure 1 shows ion-ion potentials calculated for the $^{12}C+^{12}C$ system starting from different entrance channel configurations (St81). The $^{12}C(0^+)$ represents the 7.66 MeV $0^+_2$ state in $^{12}C$. This state is approximated by a shape isomeric configuration in Hartree-Fock calculations which is made up of three collinear alpha-like structures (see Fig. 8). These potentials were calculated using the adiabatic approximation for large ion-ion separations and the sudden approximation for small distances. They yield too large a radius as compared to the corresponding optical potentials, and they cannot reproduce the correct vibrational spacings of the fine-structure resonances.

The Nilsson-Strutinsky calculations (LL75) compute directly the collective potential energy surface of the composite system in terms of various shape parameters. Detailed calculations have revealed
Figure 1. $^{12}\text{C} + ^{12}\text{C}$ potentials calculated from different entrance channel configurations. Here $0^+_1$ denotes the 7.66 MeV 0$^+$ state of $^{12}\text{C}$. Potentials were calculated using the adiabatic approximation for large ion-ion separations and sudden approximation for small distances (St81).
stationary shape isomers (minima) in the potential energy surface of the $^{24}\text{Mg}$ and other systems. These calculations could not address in any quantitative way the distinction between gross-, intermediate-, and fine-structure resonances. In later calculations (CM78) the Nilsson part was replaced by a two-center shell model basis, thus allowing the separation of the system into various asymptotic channels. As a consequence of difficulties in determining the correct potential parameters for light systems, there were no comparisons with experiments.

Recently a comprehensive description of the fine-structure data has been given in terms of the U(4) model (Ia81). This model considered a di-nuclear molecule with a prominent dipole degree of freedom. The approach was based on the use of a spectrum generating algebra, and it did not address the question of the interaction. On the other hand, it is possible to obtain a similar expression by studying the perturbative expansion of the Morse potential (or the anharmonic oscillator) about an equilibrium point $r_0$ (EB81),

$$V(r) = V_0 + A(r-r_0)^2 + B(r-r_0)^3 + C(r-r_0)^4.$$ (1.1)

This results in an expression for the energies which is quadratic in oscillator quanta,

$$E(\nu,L) = -D + a(\nu + \frac{1}{2}) - b(\nu + \frac{1}{2})^2 + CL(L+1),$$ (1.2)

where $\nu$ denotes the vibrational quanta and $L$ is the rotational quantum number. For $D = -0.34$ (MeV), $a = 1.44$ (MeV), $b = 0.08$ (MeV), and $c = 0.076$ (MeV), one obtains a relatively good fit of the 28 resonances of the $^{12}\text{C}+^{12}\text{C}$ system as shown in Fig. 2. The value 0.076 MeV for the rotational parameter corresponds to $r_0 = 6.75$ fm as the equilibrium
Figure 2. A fit to the 28 resonances tabulated in Table 1. The energy expression is the one used by Erb and Bromley (EB81). The figure clearly demonstrates the vibrational-rotational nature of the resonances.
Resonance energy in MeV in center of mass

\[ E(\nu, L) = -D + a(\nu + \frac{1}{2}) - b(\nu + \frac{1}{2})^2 + cL(L+1) \]

- \( D = -0.34 \text{ MeV} \)
- \( a = 1.44 \text{ MeV} \)
- \( b = 0.08 \text{ MeV} \)
- \( c = 0.0757 \text{ MeV} \)

- • Resonances with established \( J^\mp \)
- ○ Resonances lacking established \( J^\mp \)
separation of the two $^{12}$C nuclei. This model was criticized because the potentials needed to fit the data had a considerable attraction at large distances where the two carbons could be considered asymptotic. This disagreement is probably due to the assumption of a di-nuclear system, and the true configuration of the composite system may be different.

A similar expression for the energies was also obtained by studying the axially symmetric quadrupole vibrations of the composite system with a large static quadrupole deformation (CG83). A collective Hamiltonian which depends only on the quadrupole degree of freedom was used. The addition of a quartic term yielded a vibrational-rotational energy expression identical to that of Eq. (1.2). The large static quadrupole deformation was interpreted as being due to the configuration of two touching carbon nuclei. Again, this model provided us with a parametrization of the data.

Although there are various theoretical models addressing the question of the gross and intermediate structures, the nature of the fine-structure states still remains undetermined. Most of the phenomenological models suffer from the so-called "intuitive approach" in which one makes plausible assumptions concerning the nature of these states. For example, the assumption of a di-nuclear complex is common to all of these models, but recent measurements (MK83) of $\gamma$-decay within the observed rotational band was found to be order of magnitude smaller than the expected collectively enhanced E2 radiation emitted from a rigidly rotating di-nuclear configuration. Similarly, the microscopic
models all rely on collective coordinates but it does not seem like the use of the quadrupole moment as the collective coordinate is the correct description of the potentials needed to reproduce fine-structure resonances. This makes it desirable to study these reactions in their full generality. The first part of this dissertation will look at various reactions using the time-dependent Hartree-Fock theory. Since these calculations are fully microscopic and no prior choice of collective degrees of freedom is made, they will help us to understand the reaction mechanisms leading to the formation of a "nuclear molecule". Equipped with this information, the question of fine-structure states will then be addressed.
II. STATIC AND TIME-DEPENDENT HARTREE-FOCK THEORIES

The early theoretical studies of heavy-ion dynamics have been done by using macroscopic models based on collective variables. One example is the Liquid-Drop Model (RM75), in which the nucleus is considered to be a drop of liquid. The characteristics of the nucleus are thus determined by properties like viscosity, compressibility, volume, pressure, etc. The vibrations of this liquid drop about an equilibrium shape have been used for the representation of collective states.

While these macroscopic models had some success in portraying certain aspects of heavy-ion phenomena, it has been beyond their range of applicability to describe heavy-ion dynamics including such phenomena as energy dissipation, transfer of relative energy into internal excitations, transfer of angular momentum, and mass and charge transfer. Although in a very limited number of cases (like the neck degree of freedom in fission), where use of collective variables may be justified, a general representation of the dynamics will require more than one, possibly infinite number of collective coordinates. In this sense, it is desirable to use a microscopic theory which avoids the arbitrary choice of collective and intrinsic variables and the need for parametrizing shapes.

One way of studying this many-body problem is through the Hartree-Fock approximation and its time-dependent generalization, the time-dependent Hartree-Fock (TDHF) theory (Di30,Ko75). The advantage of the TDHF theory is that it is built on the static Hartree-Fock (SHF) theory
which had some success in the description of low-lying states of nuclei
(\text{Ne70,VB72,BT75,BF75}), properties of deformed nuclei, and fission
barriers. The SHF and TDHF theories are based on the assumption that
nucleons move in an average, one-body field generated self-consistently
from an effective nucleon-nucleon interaction. The many-body wavefunc-
tions are assumed to be of determinantal form which ensures the proper
antisymmetrization. The mean-field approximation is easy to understand
in the SHF case. Here, the collisions of nucleons are strongly inhibi-
ted due to the Pauli Exclusion Principle; thus, one can imagine the
nucleons to be moving in an average field generated by themselves. The
same argument also holds for the time-dependent case provided that the
internal excitation energy of the ions is less than their respective
Fermi energies. Another way of looking at the problem is through the
fact that in heavy-ion collisions the wavelength is short compared to
the size of the nucleus (at low energies) which leads to semiclassical
or classical relative motion of the ions. In this case, the rate of
change of the mean-field is slow enough to prevent large internal exci-
tations in a short time interval.

In recent years the TDHF theory has been successfully used in the
description of large amplitude, collective, and dissipative phenomena
such as fusion, fission, energy loss, and mass transfer in heavy-ion
reactions. It has also been shown that in the small amplitude limit
TDHF equations, when linearized, reduce to the Random Phase Approxima-
tion (RPA) equations (KK76). In this context, small amplitude TDHF
calculations have been used in the study of giant resonance phenomena
A recent summary of the applications of the TDHF theory can be found in (DD85).

This chapter will consider the various aspects of these theories including a detailed description of the numerical methods used. The introduction of new numerical methods is one of the major reasons enabling the calculations performed in this dissertation.

A. SKYRME INTERACTION

Before examining the derivation of SHF and TDHF equations, it is proper to mention the fact that the success of these theories largely depends on the development of the density-dependent effective interactions. For this reason, a brief description of the effective interactions, and in particular the Skyrme interaction, will be presented.

Since the nucleon-nucleon force in free-space only contains the momentum-conserving part of this interaction, it cannot be directly used for calculations in the nuclear medium. The G-matrix formalism (Be71) outlines a derivation of this interaction for nuclear matter. Here, the Lippmann-Schwinger equation for the scattering matrix of two particles is replaced by the one in the nuclear medium,

\[ G_{ij,k\lambda}(E) = V_{ij,k\lambda} + \frac{1}{2} \sum_{m,n} V_{ij,mn} \frac{1}{E - \epsilon_m - \epsilon_i + i\eta} G_{mn,k\lambda}(E) \]

where \( i,j, \ldots \) denote the shell model indices replacing the two-particle momenta, \( \epsilon_F \) is the Fermi energy, \( \epsilon_m \) and \( \epsilon_i \) are the single-particle energies, and \( V \) is the nucleon-nucleon potential. In this sense, the effective interaction (G-matrix) is an infinite sum of scattering
An extension of these ideas to finite size nuclei has been achieved through the Local Density Approximation (Ne70). In this formalism the G-matrix for a finite nucleus has been taken to be the same as that for nuclear matter at the same density. However, for a quantitative description of the experimental data, one still needs phenomenological renormalization parameters. In this respect, one is led to investigate phenomenological effective interactions that would simulate the general features of the G-matrix.

One of the most important properties of the effective nucleon-nucleon force is its short range. In fact, zero-range forces of the form \( \delta(\mathbf{r}_1 - \mathbf{r}_2) \) (where \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) denote the space coordinates of the nucleon 1 and nucleon 2, respectively) have been used extensively in the description of nuclear properties (SF74). We also note that this force satisfies the Galilean invariance, since it only depends on the relative two-nucleon distance \( \mathbf{r} = (\mathbf{r}_1 - \mathbf{r}_2) \). It is easy to see from the Fourier transform,

\[
v_{12}(p, p') = \int d^3r \ e^{-i(p-p')\cdot \mathbf{r}} v_{12}(\mathbf{r}), \tag{2.1}
\]

that a finite range in coordinate space would necessarily imply a momentum dependence for \( v_{12}(p, p') \). For a delta function force \( v_{12}(p, p') \) is a constant. As a simplest generalization, one can consider the quadratic expansion in momentum space (Sk59,Ko69,Mo70),

\[
v_{12}(p, p') = v_0 + v_1 p^2 + v_1 p'^2 + v_2 p p'. \tag{2.2}
\]

This form is Galilean invariant since it depends only on the relative two-nucleon momentum. Furthermore, it is also invariant under space

processes in the nuclear medium.
reflection, time-reversal ($p \rightarrow -p$), and space exchange ($v_{12} = v_{21}$).

In coordinate space $v_{12}$ can be written as

$$v_{12}(r) = v_0 \delta(r) + v_1 (p^2 \delta(r) + \delta(r)p^2 - r^2) + v_2 \delta(\rho \cdot \rho).$$  \hfill (2.3)

Various forms of this momentum expansion have been used as an effective interaction for nuclear many-body calculations. One particular interaction, the Skyrme potential (Sk56, Sk59), is given by

$$V = V(2) + V(3) = \sum_{i<j} v_{ij} + \sum_{i<j<k} v_{ijk},$$ \hfill (2.4)

where $v_{ij}$ and $v_{ijk}$ denote two- and three-body interactions,

$$v_{12} = t_0 (1 + \sigma \sigma) \delta(r) + \frac{1}{2} t_1 [\delta(r)k^2 + k^2 \delta(r)]$$

$$+ t_2 (k^2 \delta(r)k + 1) \omega (\sigma_1 + \sigma_2) k^2 \times \delta(r)k$$

$$v_{123} = t_3 \delta(r_1 - r_2) \delta(r_2 - r_3).$$ \hfill (2.5a, 2.5b)

In this expression $P_\sigma$ is the spin exchange operator,

$$P_\sigma = \frac{1 + \sigma \sigma}{2},$$ \hfill (2.6)

$k$ denotes the operator $(\hat{\sigma}_1 - \hat{\sigma}_2)/2i$ acting on right, and $k'$ is the operator $-(\hat{\sigma}_1 - \hat{\sigma}_2)/2i$ acting on left. The $\omega$ term depends explicitly on spin and denotes a spin-orbit contribution. The three-body term was introduced as an explicit density dependence (Sk59), and as we will see later, this term can also be written in an equivalent two-body form (VB72),

$$\frac{1}{2} t_3 (1 + P_\sigma) \delta(r) \rho^\alpha \left(\frac{r_1 + r_2}{2}\right).$$ \hfill (2.7)

In the original definition $\alpha = 1$. The power $\alpha$ can be adjusted to yield
better fits to nuclear properties in the Hartree-Fock approximation (see section D). The parameters $t_0$, $t_1$, $t_2$, $t_3$, $w_0$, and $x_0$ are to be determined from experimental fits, and they will be constants throughout the periodic table.

The Skyrme interaction can be considered as a parametrization of a $G$-matrix, which includes the effects of the short-range correlations through its dependence on the density. In this sense, it is an approximate description of the effective potential which is only valid for small relative momenta. The problem of relating the empirical parameters of the Skyrme interaction to the nucleon-nucleon potential has also been studied by expanding the nuclear density matrix in powers of $k^2$ (NV72,NV75). This leads to an effective Hamiltonian density which relates the nucleon-nucleon potential to the effective interaction.

B. THE HARTREE-FOCK ENERGY DENSITY

In the Hartree-Fock approximation the many-body wavefunction, $X$, is usually assumed to be of determinantal (Slater) form,

$$X \equiv \frac{1}{\sqrt{A!}} \det \left| \chi_{\alpha}(\mathbf{r}_1, \sigma, q) \right|,$$

where $\mathbf{r}$, $\sigma$, and $q$ denote spatial, spin, and isospin coordinates of the single-particle states $\chi_{\alpha}$ respectively ($q = +1/2$ for protons, $-1/2$ for neutrons). The subscript $\alpha$ denotes all other quantum labels, (i.e. $n$, $l$, $j$, $m$, etc.), and $A$ is the nuclear mass number. In the second quantized representation (SF74), to each single-particle state $\chi_{\alpha}$ we can associate a creation operator $a_{\alpha}^+$, and an annihilation operator $a_{\alpha}$.
Since we are dealing with fermions, these operators obey the anticommutation relations,
\[
\{a^\alpha_\alpha, a^\beta_\beta\} = \delta_{\alpha\beta}; \quad \{a^\alpha_\alpha, a^\alpha_\beta\} = 0
\]
\[
\{a^\alpha_\alpha, a^\beta_\beta\} = 0. \quad (2.9)
\]
We can define the vacuum \( |0\rangle \) in the usual sense as
\[
a^\alpha_\alpha |0\rangle = 0 \quad ; \quad <0| a^\dagger_\alpha = 0. \quad (2.10)
\]
In what follows we will use Latin letters \( i, j, k, \ldots \) to denote the states in \( X \) (occupied states), and Greek letters \( \alpha, \beta, \gamma, \ldots \) to denote states in general (occupied and unoccupied). In this representation the wavefunction \( X \) is written as
\[
|X\rangle = a^\dagger_1 a^\dagger_2 \ldots a^\dagger_n |0\rangle, \quad (2.11)
\]
and Eq.(2.9) guarantees \( X \) to be antisymmetric in the quantum labels.

These identities will be useful in the following calculations,
\[
a^\dagger_i |X\rangle = 0 \quad ; \quad <X| a^\dagger_i = 0
\]
\[
a^\alpha_\alpha |X\rangle = 0 \quad ; \quad <X| a^\dagger_\alpha = 0 \text{ for } \alpha > \Lambda. \quad (2.12)
\]
The total energy \( E \) of the nucleus is given by
\[
E = <X| H |X\rangle = <X| T + v^{(2)} + v^{(3)} |X\rangle, \quad (2.13)
\]
where \( H \) is the many-body Hamiltonian,
\[
H = \sum_{\alpha, \beta} <\alpha| t |\beta\rangle a^\dagger_\alpha a^\beta + \frac{1}{2} \sum_{\alpha\beta\gamma\delta} v_{12} <\alpha\beta | \gamma\delta \rangle a^\dagger_\alpha a^\dagger_\beta a^\gamma a^\delta + \ldots,
\]
\[
\quad (2.14)
\]
and \( T \) is the one-body kinetic energy operator. The calculation of the expectation value is straightforward (VB70, VB72, EB75, Pa76) and is given in Appendix A. Here we just quote the result for a spin-saturated system (EB75),
where we have neglected the spin-orbit part. The quantity $H(r)$ is the energy density. The nuclear density $\rho$, kinetic energy density $\tau$, and current density $j$ are

\begin{align*}
\rho_q(r) &= \sum_{i \in q} |\chi_i(r)|^2 \\
\tau_q(r) &= \sum_{i \in q} |\nabla \chi_i(r)|^2 \\
\dot{j}_q(r) &= \sum_{i \in q} \text{Im} |\chi_i(r)\dot{\chi}_i(r)|
\end{align*}

with $\rho = \rho_p + \rho_n$, $\tau = \tau_p + \tau_n$, and $j = \dot{j}_p + \dot{j}_n$. Frequently, to account for the finite-range effects in the energy density, the terms proportional to $\rho \nabla^2 \rho$ are replaced by a sum of Yukawa interactions of the form (HN77),

\begin{equation}
E_y = \int d\tau \int d\tau' \sum_{i,j} \mathcal{F}_{ij} \int \frac{d^3r}{(2\pi)^3} e^{-i|\mathbf{p}|} \rho(r) \rho(r') \left[ \frac{v_k}{2} \rho(r) \rho(r') + \frac{(v_k - v_u)}{2} \sum_q \rho_q(r) \rho_q(r') \right],
\end{equation}

where $v_k$ and $v_u$ denote the interaction strengths between "like" and "unlike" nucleons, respectively. As shown in Appendix B, the first-order expansion of this expression reproduces the $\rho \nabla^2 \rho$ terms of Eq.
(2.15) provided the parameters $v_\ell$ and $v_u$ are chosen to be

$$2\pi a^5 v_u = \frac{(t_2 - 3t_1)}{16}$$

(2.18)

$$2\pi (v_\ell - v_u) a^5 = \frac{1}{32} (t_2 + 3t_1).$$

As a consequence of this expansion, we also get terms proportional to $\rho^2$; this leads to the modification of the parameters $t_o$ and $\chi_o$. The new parameters $\tilde{t}_o$ and $\tilde{\chi}_o$ are (Appendix B) given by

$$\tilde{t}_o = t_o - \frac{8\pi}{3} a^3 (v_\ell + v_u)$$

$$\tilde{\chi}_o = \frac{2}{t_o} (t_o - \tilde{t}_o) + \frac{t_o}{\tilde{t}_o} \chi_o - 8\pi a^3 \frac{v_u}{\tilde{t}_o}. \quad (2.19)$$

In addition, the distinction between neutrons and protons arises from a contribution to the Hamiltonian due to the Coulomb interaction (HN77). The direct part of this interaction has the familiar form

$$E_C^D = \frac{e^2}{2} \int d\tau d\tau' \frac{\rho(\tau)\rho(\tau')}{|\tau - \tau'|}, \quad (2.20)$$

and the exchange part is chosen to be the Slater's approximation,

$$E_C^E = -\frac{3}{4} \left(\frac{3}{\pi}\right)^{1/3} e^2 \int d^3r \left[\rho_p(\tau)\right]^{4/3}. \quad (2.21)$$

C. VARIATION OF THE ENERGY

The final form for the nuclear energy used in this dissertation can be written as
The SHF equations are obtained through the variational principle

\[ E_N = \int dr^+ \left\{ \frac{\hbar^2}{2m} + \frac{1}{2} \frac{\hbar}{\hbar_0} \left[ \left( 1 + \frac{x_0}{2} \right) \rho^2 - \frac{1}{2} + \frac{x_0}{2} \sum \rho_q^2 \right] \right. \\
+ \frac{t_3}{8} \rho^4 \left( \rho^2 - \sum \rho_q^2 \right) + \frac{(t_1 + t_2)}{4} \left( \rho^2 - \frac{J^2}{4} \right) + \frac{(t_2 - t_1)}{8} \sum \left( \rho_q (\rho_q - \bar{J}_q) \right) \right\} \\
+ \int dr^+ d \bar{r}^+ e^{-\frac{|r-r'|}{a}} \left[ \frac{v_u}{2} \rho(\bar{r}) \rho(\bar{r'}) + \frac{(v \rho - v_u)}{2} \rho_q (\rho_q - \bar{J}_q) \right] \\
+ \frac{1}{2} \epsilon^2 \int dr^+ \frac{\rho(\bar{r}) \rho(\bar{r'})}{|r-r'|} - \frac{3}{4} \left( \frac{3}{4} \right)^{1/3} \epsilon^2 \int dr^+ \left[ \rho_p (\bar{r}) \right]^{4/3} \right. \\

(2.22)

The SHF equations are obtained through the variational principle

\[ \langle VB72 \rangle, \]

\[ \delta_{n,p} \left( E_N - \sum_i \epsilon_i \int dr^+ |\chi_i(\bar{r})|^2 \right) = 0, \]

(2.23)

where the variation is with respect to the single-particle states \( \chi_\alpha \), and the normalization condition is imposed by the Lagrange multipliers \( \epsilon_i \). The subscripts \( n \) and \( p \) indicate variations with respect to neutrons and protons, respectively. The variation of \( E_N \) can be written as,

\[ \delta_{n,p} E_N = \int dr^+ \left[ \frac{\hbar^2}{2m_{n,p}(\bar{r})} \delta \right. \\
+ U_{n,p}(\bar{r}) \delta \rho_{n,p} + T_{n,p}(\bar{r}) \delta J_{n,p} \right] \\

(2.24)

where we have defined the effective mass \( m^* \) through

\[ \frac{\hbar^2}{2m_{n,p}(\bar{r})} = \frac{\hbar^2}{2m} + \frac{(t_1 + t_2)}{4} \rho(\bar{r}) + \frac{(t_2 - t_1)}{8} \rho_{n,p}(\bar{r}) \]

(2.25)

and
For the SHF equations, because of the time-reversal invariance \( \hat{j} = -\hat{j} \), the current terms vanish. Then,

\[
\delta n, p_{N} = \sum_{i 0,n,p} \int d^3 r \left( \delta_{n, p} \chi_{i}^{*} \right) \left\{ \mathbf{\hat{v}} - \frac{\hbar^2}{2m_{n, p}} \mathbf{\hat{v}} + U_{n, p}(\mathbf{r}) \right\} \chi_{i}^{*}(\mathbf{r}),
\]

(2.27)

where we have performed an integration by parts in the calculation of the \( \delta \tau \) variation. Using this expression in Eq. (2.23), we obtain the SHF equations in the absence of the spin-orbit interaction,

\[
\left\{ \mathbf{\hat{v}} - \frac{\hbar^2}{2m_{n, p}} \mathbf{\hat{v}} + U_{n, p}(\mathbf{r}) \right\} \chi_{i}(\mathbf{r}) \equiv \hbar_{n, p}(\mathbf{r}) \chi_{i}(\mathbf{r}) = \varepsilon_{i} \chi_{i}(\mathbf{r}).
\]

(2.28)

As we can see in the single-particle Hamiltonian \( h \), the one-body potential \( U \) is local and the only non-locality appears through the effective mass. In determining \( U(\mathbf{r}) \) we have replaced the original \( \rho \nabla^2 \rho \) terms with the finite-range Yukawa interaction. The numerical solution of Eq. (2.28) will be discussed later in this chapter.

One of the problems of the SHF theory is the spurious center-of-mass motion. All of our equations have implicitly assumed the
existence of an origin of the body-fixed coordinate system. However, in this case the A vectors $r_1, \ldots, r_A$ are not independent since they have to satisfy the condition,

$$\sum_1^A r_i = 0.$$ 

Unfortunately, the handling of the Schrödinger equation with non-independent variables is very complicated, and the problem of the spurious center-of-mass motion remains unresolved. The consequences of this problem will be discussed later.

**D. PARAMETERS OF THE SKYRME INTERACTION - NUCLEAR MATTER**

The early SHF calculations (VB70, VB72) used the radii and binding energies of the doubly-magic closed-shell nuclei to determine the parameters $t_0$, $t_1$, $t_2$, $t_3$, $x_0$, and $W_0 (\alpha = 1)$ of the Skyrme interaction, (Sk I and Sk II). The strength $W_0$ of the spin-orbit interaction, was determined (after fitting $t_0$, $t_1$, $t_2$, $t_3$ and $x_0$) to adjust the 6.15-MeV splitting of the $1p$ states of $^{16}O$. Although the spin-orbit interaction constitutes an important contribution to the nuclear force, its strength has not been determined for a wide range of nuclei. These forces have a large $t_3$ value indicating a strong dependence on the density (BF75).

Later, calculations were extended to many other spherical nuclei (BF75, BG76, B180) determining new sets of parameters for the Skyrme forces Sk III-VI. One consequence of these calculations was to discover a very strong dependence of the single-particle energies $\epsilon_i$ on the parameter $t_3$. Sk III force yields reasonable results for all of
these quantities (BF75). For most of these forces calculations of angular distributions for electron scattering also gave good agreement with experiment.

Systematic studies with the Skyrme interaction have generalized this force to powers $a \neq 1$ (KT80). Apart from the spherical nuclei, this new force (Sk $M^*$) fits the quadrupole and hexadecapole moments of $^{166}$Er and $^{240}$Pu together with the liquid-drop fission barrier of $^{240}$Pu (BQ82). The calculation of monopole resonances with a fluid dynamical Lagrangian yielded reasonable results for a large number of nuclei (KT80). On the other hand, the RPA (SZ73, KK77) and linear response calculations (Be73, BT75, LB76, B180) of isoscalar and isovector giant resonances for closed shell nuclei failed to show any systematic agreement with these forces.

It is fair to conclude from the above discussion that while all of these parametrizations yield good results for ground state properties, the situation for other observables is considerably different. For completeness, Table 2 contains the various parametrizations of the Skyrme force to date. The last line of the table gives the parameters for the BKN force (BK76). This force replaces the $t_1$ and $t_2$ terms of the Skyrme interaction by a finite-range Yukawa potential.

In nuclear matter, with no Coulomb force, the wavefunctions are translationally invariant plane waves,

$$
\chi_{k}^{\pm}(\tau, \sigma, q) = e^{i \mathbf{k} \cdot \mathbf{r}} \left| \sigma q \right>. \tag{2.29}
$$

The nuclear density becomes
Table 2. Various Parametrizations of the Skyrme Interaction
### Table 2

**Skryme parameters**

**Yukawa radius parameter $a_o = 0.45979$ fm**

<table>
<thead>
<tr>
<th>Force</th>
<th>$t_0$ (fm$^3$ MeV)</th>
<th>$t_1$ (fm$^3$ MeV)</th>
<th>$x_0$ (fm$^3$ MeV)</th>
<th>$x_0$</th>
<th>$t_1$ (fm$^5$ MeV)</th>
<th>$t_2$ (fm$^5$ MeV)</th>
<th>$t_3$ (fm$^6$ MeV)</th>
<th>$\alpha$</th>
<th>$V_u$ (MeV)</th>
<th>$V_1$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>-1057.3</td>
<td>-540.31</td>
<td>0.56</td>
<td>1.2417</td>
<td>235.9</td>
<td>-100.0</td>
<td>14463.5</td>
<td>1.0</td>
<td>-390.98</td>
<td>-243.9</td>
</tr>
<tr>
<td>II</td>
<td>-1169.9</td>
<td>-104.44</td>
<td>0.34</td>
<td>4.0132</td>
<td>585.6</td>
<td>27.10</td>
<td>9331.10</td>
<td>1.0</td>
<td>-863.52</td>
<td>-444.88</td>
</tr>
<tr>
<td>III</td>
<td>-1128.75</td>
<td>-334.47</td>
<td>0.45</td>
<td>1.7436</td>
<td>395.0</td>
<td>-95.0</td>
<td>14000.0</td>
<td>1.0</td>
<td>-619.60</td>
<td>-355.79</td>
</tr>
<tr>
<td>IV</td>
<td>-1205.6</td>
<td>116.89</td>
<td>0.05</td>
<td>-0.27964</td>
<td>765.0</td>
<td>35.0</td>
<td>5000.0</td>
<td>1.0</td>
<td>-1094.0</td>
<td>-530.05</td>
</tr>
<tr>
<td>V</td>
<td>-1248.29</td>
<td>367.66</td>
<td>-0.17</td>
<td>0.8071</td>
<td>970.56</td>
<td>107.22</td>
<td>0.0</td>
<td>1.0</td>
<td>-1357.5</td>
<td>-626.87</td>
</tr>
<tr>
<td>VI</td>
<td>-1101.81</td>
<td>-483.59</td>
<td>0.583</td>
<td>1.5538</td>
<td>271.67</td>
<td>-138.33</td>
<td>17000.0</td>
<td>1.0</td>
<td>-461.48</td>
<td>-297.7</td>
</tr>
<tr>
<td>SKM</td>
<td>-2645.0</td>
<td>-1843.8</td>
<td>0.09</td>
<td>0.18042</td>
<td>385.0</td>
<td>-120.0</td>
<td>15595.0</td>
<td>1.6</td>
<td>-617.18</td>
<td>-366.68</td>
</tr>
<tr>
<td>SKM*</td>
<td>-2645.0</td>
<td>-1784.7</td>
<td>0.09</td>
<td>0.19302</td>
<td>410.0</td>
<td>-135.0</td>
<td>15595.0</td>
<td>1.6</td>
<td>-660.75</td>
<td>-395.72</td>
</tr>
<tr>
<td>BKN</td>
<td>-497.73</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>12952.5</td>
<td>1.0</td>
<td>-363.04</td>
<td>-363.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\[
\rho = \sum_{k\sigma q} \left| \chi_k^\dagger (\tau, \sigma, q) \right|^2 = \frac{1}{k_f} \int \frac{dk}{(2\pi)^3} \sum_{\sigma q} \left| \chi_k^\dagger (\tau, \sigma, q) \right|^2 = \frac{2}{3\pi^2} k_f^3,
\]
(2.30)

where \( k_f \) denotes the Fermi momentum. Similarly,

\[
\tau = \frac{3}{5} \rho \frac{k_f^2}{2}.
\]
(2.31)

Also, since \( \chi \) is translationally invariant \( \hat{\nu}_\rho = \hat{\nu}_j = 0 \). Putting \( \rho_p = \rho_n = 1/2\rho, \tau_n = \tau_p = 1/2\tau \), the Hamiltonian density of Eq. (2.15) becomes

\[
H_\infty = \frac{\hbar^2}{2m} \tau + \frac{3}{8} t_0 \rho^2 + \frac{1}{16} t_3 \rho^{\alpha+2} + \frac{1}{16} (3t_1 + 5t_2) \rho \tau.
\]
(2.32)

The total energy is simply

\[
E_\infty = \int d^3 \nu H_\infty = H_\infty \Omega \quad (\Omega = \text{volume}).
\]
(2.33)

After defining the density as \( \rho = A/\Omega \), the binding energy of nuclear matter is given by

\[
\frac{E_\infty}{A} = \frac{H_\infty}{\rho} = \frac{\hbar^2}{2m} \frac{3}{5} k_f^2 + \frac{3}{8} t_0 \rho^2 + \frac{1}{16} t_3 \rho^{\alpha+1} + \frac{1}{16} (3t_1 + 5t_2) \tau.
\]
(2.34)

The incompressibility coefficient \( K_\infty \) of nuclear matter is defined to be

\[
K_\infty = k_f^2 \frac{\partial^2 (E_\infty/A)}{\partial k_f^2}
\]
(2.35)

\[
= \frac{\hbar^2}{2m} \frac{6}{5} k_f^2 + \frac{9}{4} t_1 \rho + \frac{9}{11} t_3 (\alpha+1) \left( \alpha + \frac{2}{3} \right) \rho^{\alpha+1} + \frac{5}{4} (3t_1 + 5t_2) \tau.
\]

These two equations, together with the condition for the saturation of the binding energy \( \partial (E_\infty/A)/\partial k_f = 0 \), determine the parameters \( t_0, t_3, \) and \( (3t_1 + 5t_2) \) with...
From this equation we conclude that the combination \((3t_1 + 5t_2)\) is important for the density dependence of the effective mass. For a fixed value of \(k_f\) the density is fixed, but the power \(\alpha\) of the \(t_3\) term can be used to change the incompressibility coefficient \(K_\infty\). All of the parametrizations given in Table 2 give \(E_\omega/A = -16\) MeV for \(k_f = 1.30\) \(\text{fm}^{-1}\). This value of \(k_f\) corresponds to a nuclear matter density \(\rho = 0.145\) nucleons/\(\text{fm}^3\). The only parameters which cannot be pinned down simultaneously are the effective mass ratio \(m^*/m\) and the incompressibility coefficient \(K_\infty\).

To some extent the same arguments also hold for finite nuclei. In addition, the coefficient of \((\dot{\rho}^2)\) terms, \((9t_1 - 5t_2)\), will be a measure of the surface effects. In fact, in the Thomas-Fermi approximation this quantity completely determines the surface thickness (VB72). In Table 3 we tabulate some of these quantities for various parametrizations of the Skyrme potential.

E. TDHF EQUATIONS

The TDHF equations can be obtained from the variation of the many-body action \(S\) (KK76),

\[
S = \int_{t_1}^{t_2} dt \langle \Phi(t) | i \hbar \frac{\partial}{\partial t} - H | \Phi(t) \rangle. \tag{2.37}
\]

In this expression the many-body Hamiltonian \(H\) is the one defined previously for the static case, and the \(A\)-nucleon wavefunction \(\Phi(t)\) is chosen to be of determinantal form, constructed from time-dependent
Table 3. Properties of Nuclear Matter Using the Skyrme Interaction
Table 3

Nuclear matter properties

Fermi momentum $k_f = 1.30$ (fm$^{-1}$)

Nuclear matter density $\rho = \frac{2}{(3 \pi^2)} k_f^3 = 0.145$ n/fm$^3$

<table>
<thead>
<tr>
<th>Force</th>
<th>$(9t_1 - 5t_2)$</th>
<th>$(3t_1 + 5t_2)$</th>
<th>$m^*/m$</th>
<th>K</th>
<th>E/A</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(fm$^5$ MeV)</td>
<td>(fm$^5$ MeV)</td>
<td></td>
<td>(MeV)</td>
<td>(MeV)</td>
</tr>
<tr>
<td>I</td>
<td>2623.1</td>
<td>207.7</td>
<td>0.915</td>
<td>325.3</td>
<td>-15.95</td>
</tr>
<tr>
<td>II</td>
<td>5405.9</td>
<td>1621.3</td>
<td>0.580</td>
<td>341.7</td>
<td>-15.94</td>
</tr>
<tr>
<td>III</td>
<td>4030.0</td>
<td>710.0</td>
<td>0.760</td>
<td>376.8</td>
<td>-15.84</td>
</tr>
<tr>
<td>IV</td>
<td>6710.0</td>
<td>2470.0</td>
<td>0.475</td>
<td>310.6</td>
<td>-15.96</td>
</tr>
<tr>
<td>V</td>
<td>8189.9</td>
<td>3447.8</td>
<td>0.401</td>
<td>273.8</td>
<td>-16.02</td>
</tr>
<tr>
<td>VI</td>
<td>3136.7</td>
<td>123.36</td>
<td>0.950</td>
<td>399.3</td>
<td>-15.73</td>
</tr>
<tr>
<td>SKM</td>
<td>4065.0</td>
<td>555.0</td>
<td>0.800</td>
<td>184.2</td>
<td>-15.71</td>
</tr>
<tr>
<td>SKM*</td>
<td>4365.0</td>
<td>555.0</td>
<td>0.800</td>
<td>184.2</td>
<td>-15.71</td>
</tr>
<tr>
<td>BKN</td>
<td>0.0</td>
<td>0.0</td>
<td>1.000</td>
<td>410.7</td>
<td>-11.15</td>
</tr>
</tbody>
</table>
single-particle states $\phi_\alpha(t)$,

$$\phi(t) = \frac{1}{\sqrt{\Lambda!}} \det |\phi_\alpha(\textbf{r},t)|.$$  

(2.38)

For notational simplicity, we have dropped the spin and isospin indices. As in the case of SHF theory, the variation of Eq. (2.37) is an independent variation with respect to single particle states $\phi_\alpha$ and $\phi_\alpha^*$ and yields the equations of motion,

$$i\hbar \frac{\partial \phi_\alpha(\textbf{r},t)}{\partial t} = \frac{\delta \langle \mathcal{H} \rangle}{\delta \phi_\alpha^*(\textbf{r},t)},$$  

(2.39)

and a similar expression for $\phi_\alpha^*$. The classical nature of these equations can be put into a better perspective via the definition of classical field coordinates $\psi_\alpha(\textbf{r},t)$ and conjugate momenta $\Pi_\alpha(\textbf{r},t)$,

$$\phi_\alpha(\textbf{r},t) = \left(\psi_\alpha(\textbf{r},t) + i\Pi_\alpha(\textbf{r},t)\right)/\sqrt{2}.$$  

(2.40)

In terms of these fields, the equations of motion become

$$i\hbar \frac{\partial}{\partial t} \left[\frac{\psi_\alpha(\textbf{r},t) + i\Pi_\alpha(\textbf{r},t)}{\sqrt{2}}\right] = \frac{\delta \langle \mathcal{H} \rangle}{\delta \phi_\alpha^*}$$  

(2.41)

leading to Hamilton's equations of motion,

$$\hbar \frac{\partial \psi_\alpha}{\partial t} = \frac{\delta \langle \mathcal{H} \rangle}{\delta \Pi_\alpha}$$  

(2.42)

$$\hbar \frac{\partial \Pi_\alpha}{\partial t} = -\frac{\delta \langle \mathcal{H} \rangle}{\delta \psi_\alpha}.$$  

As it will be explained in the next section, the TDHF Eqs. (2.39) are
solved on a three-dimensional space and time lattice with initial wavefunctions of the form

\[
\lim_{t \to \infty} \psi_{\alpha}(r, t) = \sqrt{2} \cos (k_{\alpha} \cdot r - \epsilon_{\alpha} t) \chi_{\alpha}(r - k_{\alpha} / m t - \beta_{\alpha}) \quad (2.43)
\]

\[
\lim_{t \to \infty} \Pi_{\alpha}(r, t) = \sqrt{2} \sin (k_{\alpha} \cdot r - \epsilon_{\alpha} t) \chi_{\alpha}(r - k_{\alpha} / m t - \beta_{\alpha}),
\]

where \( \chi_{\alpha} \) is the solution to the SHF Eqs. (2.28) and \( k_{\alpha} \) and \( \beta_{\alpha} \) are parameters of the initial boost (BK76,Ko80). To study a heavy-ion collision, the initial wavefunction is taken to be two non-overlapping SHF solutions which are given boosts appropriate for the initial conditions of the collision.

F. LINEAR RESPONSE

Linear response theory, in its various forms, has been widely used in nuclear physics to approximate the excited states of the nucleus (Be73,BT75,LR76,SB75,B180). This is achieved by studying the response of a many-body system to a weak external field. To provide a general background, we shall first look at the linear response theory for a many-body quantum system (FW71).

Consider an interacting system which has a time-independent Hamiltonian \( H \), to which belongs a complete set of eigenstates \( | X_N > \),

\[
H | X_N > = E_N | X_N >,
\]

and assume that at time \( t=0 \) the system is in one of its eigenstates, say \( N=0 \). The system is then perturbed by an external, time-dependent Hamiltonian \( H'(t) \). The new state \( | \Phi(t) > \) satisfies the time-dependent Schroedinger's equation,
\[ i\hbar \frac{\partial}{\partial t} |\Phi(t)\rangle = [H + H'(t)] |\Phi(t)\rangle, \quad t > 0. \quad (2.45) \]

All of the physical information is contained in the matrix elements of the operator \( \hat{0}(t) \), which may depend explicitly on time. The linear response of the expectation value of this operator is given by

\[ \delta \langle \hat{0}(t) \rangle \equiv \langle \Phi(t) | \hat{0}(t) | \Phi(t) \rangle - \langle \Phi_o | \hat{0}(t) | \Phi_o \rangle. \quad (2.46) \]

This expectation is calculated to first order in \( H' \), which equals

\[ \delta \langle \hat{0}(t) \rangle = i/\hbar \int_0^t dt' \langle \Phi_o | [H'_H(t'), \hat{0}_H(t')] | \Phi_o \rangle, \quad (2.47) \]

where the subscript \( H \) denotes operators in Heisenberg representation.

Upon turning on a weak external field \( K(\vec{r},t) = f(\vec{r})g(t) \), the corresponding external perturbation is the coupling of this field to the density of the system,

\[ H'(t) = \int d^3 r \hat{\rho}(\vec{r},t)K(\vec{r},t), \quad (2.48) \]

where \( \hat{\rho} \) is the exact density operator for the unperturbed system. The response of the density is related to the density-density correlation function and is defined as

\[ R[f]_t \equiv \delta \langle \hat{\rho}(\vec{r},t) \rangle \]

\[ = i/\hbar \int_0^t dt' \int d^3 r' K(\vec{r}',t') \langle \Phi_o | [\hat{\rho}_H(\vec{r}',t'), \hat{\rho}_H(\vec{r},t)] | \Phi_o \rangle. \quad (2.49) \]

As shall be seen below, the information about the excited states of the system is contained in the overlap of the linear response with the probe,

\[ R[f,f] \equiv \int d^3 r f(\vec{r})R[f]_t = \int_{-\infty}^{+\infty} dt e^{i\omega t} \int d^3 r f(\vec{r})R[f]_t. \quad (2.50) \]

When computed explicitly, \( R[f,f] \) becomes
where $F$ stands for

$$F = \int d^3r f(r)\hat{\rho}(r).$$

Consequently, one can also show that the strength function $S(\omega)$, which measures the transition strength of the operator $F$, is given by (LB76),

$$S(\omega) = \frac{1}{\pi} \text{Im} R[f,f] = \sum_{N} \langle X_{N} | F | X_{O} \rangle \langle X_{O} | F | X_{N} \rangle \delta(\hbar \omega - (E_{N} - E_{O})).$$

This expression shows that when exact eigenstates are used, the $S$-function has discrete peaks at the excited energies of the system.

In practice, one usually approximates the true nuclear many-body wavefunction with the corresponding Hartree-Fock state (BT75). The time-dependent states $\Phi(t)$ are then given by the solution of the TDHF equations (Eq. 2.39) with a weak, one-body, time-dependent external field. If one assumes a perfectly harmonic evolution of the nuclear density, it is possible to show that small-amplitude TDHF equations lead to RPA equations (Ro66,KK76). In the Hartree-Fock theory the response function can be written in terms of the nuclear density $\hat{\rho}$, which is obtained from the one-body density matrix $\rho$ with the assumption that the many-body wavefunction is a Slater determinant ($\hat{\rho}^2 = \hat{\rho}$) as

$$R[f] = \rho(\hat{r},t) - \rho_{o}(\hat{r}).$$

Here $\rho(\hat{r},t)$ is constructed from the time-dependent single-particle states obtained by solving the TDHF equations, and $\rho_{o}$ is the SHF density of [Eq. (2.16)] the unperturbed system. Consequently, the functions $R[f,f]$ and $S(\omega)$ can be obtained from Eqs. (2.50, 2.53). In this
case, the exact solution of the time-dependent Schrödinger equation will be replaced by the associated TDHF wavefunction. This leads to a continuous S-function with peaks centered about the excited states of the system. Previous to this work, small amplitude TDHF equations have been used in the study of giant resonances (BF79) under a different theoretical framework.

This direct calculation of the S-function has the natural extension for treating deformed nuclei, and, as will be seen in Chapter IV, it successfully reproduces the RPA eigenfrequencies for various transition operators F.

G. NUMERICAL METHODS

The SHF and TDHF calculations contained in this dissertation involve extensive amounts of computation time. As a consequence, the optimization of the numerical techniques becomes necessary for the realistic application of these theories to the study of the nuclear molecular phenomenon, which necessarily involves the long-time evolution of the TDHF equations.

The discrete approximations to the SHF and TDHF equations which enable a numerically stable algorithm are obtained in cylindrical polar coordinates appropriate for axially deformed nuclei. The methods discussed in this section closely follow those of (DK81,HN77) with the exception of the new numerical methods.


In cylindrical polar coordinates \((r,z,\phi)\) the single-particle wave
functions can be written as (Va73,HN77)

\[ \phi_\alpha(r,z,\phi) = \psi_\alpha(r,z)e^{i\mu_\alpha\phi}, \]  

(2.55)

where \( \psi_\alpha(r,z) \) depends only on the magnitude but not the sign of \( \mu_\alpha \) (the z-component of angular momentum \( j_z \pm 1/2 \)), and for notational simplicity we have dropped the implicit time index. The quantities \( \rho_q, \tau_q, \) and \( j_q^+ \) in these coordinates take the forms

\[ \rho_q(r^+) = \sum_{\ell \in q} |\psi_\ell(r,z)|^2 \]

\[ \tau_q(r^+) = \sum_{\ell \in q} \left( \frac{\partial \phi^*_\ell}{\partial r} \hat{r} + \frac{i\mu_\ell}{r} \phi^*_\ell \hat{\phi} + \frac{\partial \phi^*_\ell}{\partial z} \hat{z} \right) \quad \text{(c.c.)} \]

\[ = \sum_{\ell \in q} \left( \left| \frac{\partial \psi_\ell}{\partial z} \right|^2 + \left| \frac{\partial \psi_\ell}{\partial r} \right|^2 + \frac{\mu_\ell^2}{r^2} |\psi_\ell|^2 \right) \]  

(2.56)

\[ j_q^+(r^+) = \sum_{\ell \in q} \text{Im} \left[ \phi^*_\ell(r^+) \left( \frac{\partial \phi_\ell}{\partial r} \hat{r} + \frac{\partial \phi_\ell}{\partial z} \hat{z} + \frac{i\mu_\ell}{r} \phi_\ell \hat{\phi} \right) \right] \]

\[ = \sum_{\ell \in q} \text{Im} \left[ \psi_\ell \frac{\partial \psi_\ell}{\partial r} \hat{r} + \psi_\ell \frac{\partial \psi_\ell}{\partial z} \hat{z} + \frac{i\mu_\ell}{r} \psi_\ell \hat{\phi} \right]. \]

The term proportional to \( \mu_\ell \) vanishes upon the summation over \( \ell \), since the \( \pm \mu_\ell \) states are occupied equally. The following definitions are for notational convenience,
In this representation the nuclear energy $E_N$ of Eq. (2.22) can be written as

$$E_N = E_o + E_V + E_H,$$  \hspace{1cm} (2.58)

where $E_o$ contains the derivative-independent parts, and, $E_V$ and $E_H$ contain those terms in $E_N$ which include $r$- and $z$-derivatives respectively,

$$E_o = \int d^3r \left\{ \frac{1}{2} r_o \left[ \left( 1 + \frac{x_o}{2} \right) \rho^2 - \left( \frac{1}{2} + \frac{x_o}{2} \right) \rho_q^2 \right] \right. \left. + \frac{t_3^2}{8} \rho^\alpha \left( \rho^2 - \sum q \rho_q^2 \right) \right\} + E_Y + E^D + E^E$$

$$E_V = \int d^3r \left\{ \frac{\pi^2}{2m} (\tau_r + s) + \frac{t_1 + t_2}{4} \left[ (\tau_r + s)\rho - j_r^2 \right] \right. \left. + \frac{t_2 - t_1}{8} \sum q \left[ \rho_q \left( \tau_{rq} + s_q \right) - j_{rq}^2 \right] \right\}$$  \hspace{1cm} (2.59)

$$E_H = \int d^3r \left\{ \frac{\pi^2}{2m} \tau_z + \frac{t_1 + t_2}{4} \left( \rho \tau_z - j_z^2 \right) + \frac{t_2 - t_1}{8} \sum q \left( \rho_q \tau_{zq} - j_{zq}^2 \right) \right\}$$
2. Spatial Discretization of TDHF Equations.

For the numerical solution of SHF and TDHF equations it is more advantageous to define a discrete approximation to the energy density prior to the application of variational principle to the resulting wavefunctions defined on the mesh points (HN77). As a consequence, one obtains a numerical procedure where all of the constants of motion of the continuous equations also remain constant in the discrete solution.

On the uniform cylindrical mesh the r and z points are defined as

\[ r_i = (i-1/2)\Delta r \quad i = 1, \ldots, N_R \]
\[ z_j = (j-1)\Delta z \quad -N_z < j < N_z. \]

The choice of half-integer values in the r-direction arises from the boundary conditions defined on the z-axis. This point will become clear in the course of this section. With the above definition, the volume element \( d^3r \) becomes

\[ \Delta V_i = 2\pi r_i \Delta r \Delta z, \]

and the normalization of the single-particle states can be written as

\[ \sum_{ij} \Delta V_i | \psi_i^{(1,j)} |^2 = 1. \]

In this expression \( i,j \) is a shorthand for \( r_i, z_j \). It is conventional to take out a factor \( \sqrt{r} \) from the wavefunction by defining

\[ g_i^{(1,j)} = (i-1/2)^{1/2} \psi_i^{(1,j)}. \]

Before we proceed, it is proper to mention a few details. In cylindrical polar coordinates the single-particle states \( g_i^{(1)} \) have a definite \( z \)-parity (even or odd), which implies that at the point \( z=0 \) either \( g_i^{(1)} \) or \( \partial g_i^{(1)}/\partial z \) must vanish. For the SHF calculations of reflection symmetric nuclei, it is more convenient to deal only with positive \( z \). Here a
weight factor of 2 is needed for the integration. As a consequence, the integrand at \( z = 0 \) will be double counted and should be multiplied by 1/2. This can be achieved by defining

\[
\Delta V_{ij} = \Delta V_i \left( 1 - \frac{1}{2} \delta_{j1} \right).
\]  

(2.64)

Finally, the wavefunctions have to vanish on the boundaries of the box,

\[
\psi_z(N_R, j) = \psi_z(i, \pm N_z) = 0.
\]  

(2.65)

The integrals in the expression for the energy, \( E_N \), contain terms which are functions of \( i \) and \( j \). These densities contain derivatives in \( r \)- and \( z \)-directions which are calculated using the first-order finite-difference form for the derivatives,

\[
\frac{\partial f(r)}{\partial r} = \frac{f(i+1) - f(i)}{\Delta r}
\]  

(2.66)

The discrete forms for the various quantities are defined as follows

\[
\rho_q(i, j) = \frac{1}{(i-1/2)} \sum_{k \in q} |g_z(i, j)|^2
\]

\[
\rho_q(i, j+1/2) = \frac{1}{2} [\rho_q(i, j) + \rho_q(i, j+1)]
\]

\[
\rho_q(i+1/2, j) = \frac{1}{2} [\rho_q(i, j) + \rho_q(i+1, j)]
\]

\[
\tau_{zq}(i, j+1/2) = \frac{1}{(i-1/2)(\Delta z)^2} \sum_{k \in q} \left| g_z(i, j) - g_z(i, j+1) \right|^2
\]

\[
\tau_{rq}(i+1/2, j) = \frac{r_{i+1/2}}{r_i} \frac{1}{\Delta r} \sum_{k \in q} \left| \frac{g_z(i, j)}{\sqrt{r_i}} - \frac{g_z(i+1, j)}{\sqrt{r_{i+1}}} \right|^2
\]

\[
s_q(i, j) = \frac{1}{(i-1/2)} \frac{1}{r_i^2} \sum_{k \in q} \nu_z g_z(i, j)^2
\]

(2.67)
\[ j_{zq}(i,j+1/2) = \frac{1}{(i-1/2)A_z} \sum_{\xi eq} \text{Im} \left[ g^*_\xi(i,j)g_\xi(i,j+1) \right] \]
\[ = \frac{1}{(i-1/2)A_z} \sum_{\xi eq} \left[ \frac{g^*_\xi(i,j)g_\xi(i,j+1)-g^*_\xi(i,j)g_\xi(i,j+1)}{2\sqrt{-1}} \right] \]
\[ j_{rq}(i+1/2,j) = \frac{1}{\sqrt{(i^2-1/4)}} \frac{1}{r_i} \frac{1}{\Delta r} \sum_{\xi eq} \text{Im} \left[ g^*_\xi(i,j)g_\xi(i+1,j) \right] \]
\[ = \frac{1}{\sqrt{(i^2-1/4)}} \frac{1}{r_i} \frac{1}{\Delta r} \sum_{\xi eq} \left[ \frac{g^*_\xi(i,j)g_\xi(i+1,j)-g^*_\xi(i,j)g_\xi(i+1,j)}{2\sqrt{-1}} \right], \]

where imaginary \( i \) is explicitly denoted by \( \sqrt{-1} \). In the calculation of current densities the fact that \( \text{Im} [ |g(i,j)|^2] = 0 \) was used. All of these expressions are straightforward discretizations of their defined forms with the exception of \( \tau_{rq} \) and \( j_{rq} \). Since these terms are evaluated by using the wavefunction at \( i \)th and \( (i+1) \)th points, the factor \( r_i \) in the volume element \( \Delta V_i \) should be replaced by \( r_{i+1/2} \). This is achieved by multiplying \( \tau_{rq} \) and \( j_{rq} \) by \( r_{i+1/2}/r_i \) and using the same definition of \( \Delta V_i \) for all of the integrals. For \( j_{rq} \) this factor comes with a square root since \( j \) is only used in squared form.

With these conventions the discrete forms for \( E_o, E_v, \) and \( E_h \) become

\[ E_o = \sum_{i,j} \Delta V_i \left( \frac{1}{2} \xi_o \left[ (1 + \frac{\tilde{x}_o}{2}) \rho^2(i,j) - \left( \frac{1}{2} + \frac{\tilde{x}_o}{2} \right) \sum_q \rho^q(i,j) \right] \right. \]
\[ + \frac{t_3}{8} \rho^\alpha(i,j)[\rho^2(i,j) - \sum_q \rho^q(1,j)] - \frac{3}{4} \left( \frac{3}{\pi} \right)^{1/3} e^2 \frac{4/3}{q(1,j)} \left\{ E_T + E_C \right\} \]
The Yukawa and direct Coulomb contributions to $E_o$ can be calculated by solving the discrete Helmholtz and Poisson equations (KD77) respectively.

Similarly, the action $S$ of Eq. (2.37) can be written in the discretized form as

$$S = \int dt \left\{ \sum_{i,j} \frac{\Delta V_{i,j}}{(1-1/2)} \left[ \sum_k g_k^*(i,j) \frac{\partial g_k(i,j)}{\partial t} \right] - E_o - E_V - E_H \right\}, \quad (2.69)$$

where now the variational principle becomes

$$\frac{\delta}{\delta g_k^*(i,j)} S = 0. \quad (2.70)$$

The result of the variation are the TDHF equations of the form

$$i\hbar \frac{\partial g_k(i,j)}{\partial t} = \left( H_{g_k} \right)(i,j) + \left( V_{g_k} \right)(i,j). \quad (2.71)$$

The action of the "horizontal" Hamiltonian $H$ is defined to be

$$\left( H_{g_k} \right)(i,j) = B_q^{(+)}(i,j) g_k(i,j+1) + B_q^{(+)}(i,j-1) g_k(i,j-1) + B_q^{(o)}(i,j) \frac{1}{z} h_{oq}(i,j) g_k(i,j),$$

$$q \quad (2.72)$$
where the $B_q$ terms arise from the variation of $E_H$. For completeness, the details of the variation need to be shown. Firstly, the variation is explicitly defined as follows,

$$\frac{\delta}{\delta g^*_q(i',j')} \ g^*_q(i,j) = \delta_{i_1} \delta_{j_1} \ g^*_q(i',j'). \quad (2.73)$$

With this convention the variation of $E_H$ becomes

$$(i-1/2) \delta E_H = - \frac{\pi^2}{2m(\Delta z)^2} \ [g_q(i,j+1) - 2g_q(i,j) + g_q(i,j-1)]$$

$$+ \frac{t_1 + t_2}{4} \frac{1}{(\Delta z)^2} \ [\rho(i,j+1/2)g_q(i,j) - \rho(i,j+1/2)g_q(i,j+1)$$

$$- \rho(i,j-1/2)g_q(i,j-1) + \rho(i,j-1/2)g_q(i,j)]$$

$$+ \frac{t_1 + t_2}{4} \frac{1}{2} \ [\tau_z(i,j+1/2)g_q(i,j) + \tau_z(i,j-1/2)g_q(i,j)]$$

$$- \frac{t_1 + t_2}{4} \frac{1}{\Delta z^2} \ [j_z(i,j+1/2)g_q(i,j+1) - j_z(i,j-1/2)g_q(i,j-1)]$$

$$+ \frac{t_z - t_1}{8} \frac{1}{(\Delta z)^2} \ [\rho_q(i,j+1/2)g_q(i,j) - \rho_q(i,j+1/2)g_q(i,j+1)$$

$$- \rho_q(i,j-1/2)g_q(i,j-1) + \rho_q(i,j-1/2)g_q(i,j)]$$

$$+ \frac{t_z - t_1}{8} \frac{1}{2} \ [\tau_{qz}(i,j+1/2)g_q(i,j) + \tau_{qz}(i,j-1/2)g_q(i,j)]$$

$$- \frac{t_z - t_1}{8} \frac{1}{\Delta z^2} \ [j_{qz}(i,j+1/2)g_q(i,j+1) - j_{qz}(i,j-1/2)g_q(i,j-1)]. \quad (2.74)$$

Collecting terms and comparing with Eq. (2.72), we can write
\[ B^{(0)}_{q}(i,j) = \frac{\pi^2}{m(\Delta z)^2} + \frac{t_1 + t_2}{4} \left\{ \frac{\rho(i,j+1/2) + \rho(i,j-1/2) + \frac{1}{2} \left[ \tau_z(i,j+1/2) 
+ \tau_z(i,j-1/2) \right]}{\left(\Delta z\right)^2} \right\} 
+ \frac{t_2-t_1}{8} \left\{ \frac{\rho(i,j+1/2) + \rho(i,j-1/2)}{\left(\Delta z\right)^2} \right\} 
+ \frac{1}{2} \left[ \tau_{zq}(i,j+1/2) + \tau_{zq}(i,j-1/2) \right] \] (2.75)

\[ B^{(+)}_{q}(i,j) = -\frac{\pi^2}{2m(\Delta z)^2} - \frac{t_1 + t_2}{4(\Delta z)^2} \left[ \rho(i,j+1/2) + \frac{\Delta z}{\sqrt{-1}} j_z(i,j+1/2) \right] 
- \frac{t_2-t_1}{8(\Delta z)^2} \left[ \rho_q(i,j+1/2) + \frac{\Delta z}{\sqrt{-1}} j_{zq}(i,j+1/2) \right]. \]

Note the error in the Eq. (4.9a) of (DK81). The contribution 1/2 \( h_{oq}(i,j) \) to the diagonal part is half of the variation of \( E_0 \) and is given by

\[ h_{oq}(i,j) = \tilde{\tau}_o \left[ \left(1 + \frac{x_o}{2}\right) \rho(i,j) - \left(\frac{1}{2} + \tilde{x}_o\right) \rho_q(i,j) \right] 
+ \frac{t_3}{8} \left[ (\alpha+2)\rho^{\alpha+1}(i,j) - \alpha\rho^{\alpha-1}(i,j) \sum_q \rho_q^2(i,j) - 2\rho(i,j)\rho_q(i,j) \right] 
+ v_{u_y}(i,j) + \left(v_x - v_u\right)u_{yq}(i,j) 
+ \delta_{qp} \left[ U_c(i,j) - \left(\frac{3}{\pi}\right)^{1/3} e^2 \rho_p^{1/3}(i,j) \right]. \] (2.76)

In this expression \( U_y \) and \( U_c \) denote the discrete approximations to the Yukawa and direct Coulomb parts,

\[ U_{yq}(r) = \int dr^* e^{-\frac{r-r^*}{a}} \rho_q(r^*) \]
\[ U_{c}(r) = e^2 \int dr^* \frac{\rho_p(r^*)}{|r-r^*|} \] (2.77)
The action of the "vertical" Hamiltonian $V$ is similarly defined as

$$
(V g_{q})(i, j) = A_{q}^{(+)}(i, j)g_{q}(i+1, j) + A_{q}^{(+)*}(i-1, j)g_{q}(i-1, j)
+ \left[A_{\mu q}^{(o)}(i, j) + \frac{1}{2} h_{\mu q}(i, j)\right]g_{q}(i, j),
$$

(2.78)

where the terms $A_{q}^{(+)}$, $A_{\mu q}^{(o)}$ arise from the variation of $E_{V}$ and are given by

$$
A_{q}^{(+)}(i, j) = \frac{1}{\sqrt{(t^{2}-1/4)}} \left[ -\frac{\pi^{2}}{2m(\Delta r)^{2}} - \frac{(t_{1}+t_{2})}{4(\Delta r)^{2}} \rho(i+1/2, j) - \frac{(t_{2}-t_{1})}{8(\Delta r)^{2}} \rho(i+1/2, j) \right]
- \Delta r \left( \frac{i}{i-1/2} \right)^{1/2} \left[ \frac{(t_{1}+t_{2})}{4(\Delta r)^{2}} j_{r}(i+1/2, j) + \frac{(t_{2}-t_{1})}{8(\Delta r)^{2}} j_{rq}(i+1/2, j) \right]
$$

$$
A_{\mu q}^{(o)}(i, j) = C_{\mu q}(i, j) + D_{q}(i, j)
C_{\mu q}(i, j) = \frac{\mu_{q}^{2}}{r_{i}^{2}} \left[ \frac{\pi^{2}}{2m} + \frac{(t_{1}+t_{2})}{4} \rho(i, j) + \frac{(t_{2}-t_{1})}{8} \rho(i, j) \right]
$$

(2.79)

$$
D_{q}(i, j) = \frac{\pi^{2}}{m(\Delta r)^{2}} + \frac{(t_{1}+t_{2})}{4} s(i, j) + \frac{(t_{2}-t_{1})}{8} s_{q}(i, j)
+ \frac{(t_{1}+t_{2})}{4} \left[ \frac{i}{i-1/2} \rho(i+1/2, j) + \frac{i-1}{i-1/2} \rho(i-1/2, j) \right]/(\Delta r)^{2}
+ \frac{1}{2} \left[ \tau_{r}(i+1/2, j) + \frac{i-3/2}{i-1/2} \tau_{r}(i-1/2, j) \right]
+ \frac{(t_{2}-t_{1})}{8} \left[ \frac{i}{i-1/2} \rho_{q}(i+1/2, j) + \frac{i-1}{i-1/2} \rho_{q}(i-1/2, j) \right]/(\Delta r)^{2}
+ \frac{1}{2} \left[ \tau_{rq}(i+1/2, j) + \frac{i-3/2}{i-1/2} \tau_{rq}(i-1/2, j) \right].
$$
The TDHF Eqs. (2.71) formally have the solution
\[ g_x(t) = G(t,t_0)g_x(t_0), \] (2.80)
where \( g_x(t_0) \) represents the solution at time \( t_0 \) and \( G(t,t_0) \) is the propagator,
\[ G(t,t_0) = T \exp \left[ -i/\hbar \int_{t_0}^{t} d\tau (H+V)(\tau) \right]. \] (2.81)
In this expression we have dropped the spatial indices, and \( T \) denotes the time-ordering. For short time intervals, the propagator can be approximated by
\[ G_{\Delta}(t_{n+1}, t_n) = \exp \left[ -i/\hbar \Delta t \hat{h}(t_{n+1/2}) \right], \] (2.82)
where we have defined the single-particle Hamiltonian \( \hat{h} \) as
\[ \hat{h}(t_n) = (H+V)(t_n), \] (2.83)
and in terms of the discretized time,
\[ t_k = k\Delta t. \] (2.84)
The half-step Hamiltonian is obtained by taking a step with \( \Delta t \) replaced by \( \Delta t/2 \). Among many available prescriptions for approximating \( G_{\Delta} \), we have used the method of Peaceman and Rachford (DK81), in which
\[ G_{\Delta} = G_{PR} = \left[ 1 + \frac{i\Delta t}{2\hbar} V \right]^{-1} \left[ 1 - \frac{i\Delta t}{2\hbar} H \right] \left[ 1 + \frac{i\Delta t}{2\hbar} H \right]^{-1} \left[ 1 - \frac{i\Delta t}{2\hbar} V \right]. \] (2.85)
One of the advantages of \( G_{PR} \) is that it involves inversions of small, tridiagonal matrices. The details of this inversion are given in Appendix C. Although this operator is not unconditionally unitary, its successive application results in unitary propagation, and it is an approximation to \( G \) up to order \((\Delta t)^2\).
4. Static Hartree-Fock Solutions.

In this subsection we will discuss the gradient iteration method (RC82) for the solution of SHF equations. The basis for the method is the use of the imaginary-time propagator (DF80). The TDHF equations for the single-particle states $g_i^\lambda$ are

$$i\hbar \dot{g}^\lambda = \hat{h}(t)g^\lambda(t). \quad (2.86)$$

The imaginary-time step method consists of the transformation $\Delta t \rightarrow -i\Delta t$ for the propagator $G^\Delta$,

$$g^\lambda(t_{k+1}) = \exp[-\varepsilon(\hat{h}(t_k) - \varepsilon_k(t_k))] g^\lambda(t_k), \quad (2.87)$$

where $\varepsilon = \Delta t/\hbar$, and a phase from $g^\lambda(t_k)$ has been removed. For all practical purposes, the gradient iteration step corresponds to the first-order expansion of the exponential operator,

$$g^\lambda(t_{k+1}) = \mathcal{O}\{g^\lambda(t_k) - \varepsilon[\hat{h}(t_k) - \varepsilon_k(t_k)]g^\lambda(t_k)\}. \quad (2.88)$$

The operation $\mathcal{O}$ denotes the necessary orthonormalization of the single-particle states. As is clearly seen from Eq. (2.87), the exponential operator acts as a filter in selecting the lowest eigenvalues of $\hat{h}$ and leads to the minimization of the SHF energy. Furthermore, the dampening parameter $\varepsilon$ can be replaced by an operator $\hat{D}(k_o)$ to yield

$$g^\lambda(t_{k+1}) = \mathcal{O}\{g^\lambda(t_k) - \hat{D}(k_o)[\hat{h}(t_k) - \varepsilon_k(t_k)]g^\lambda(t_k)\}. \quad (2.89)$$

For $\hat{D}(k_o)$ we choose

$$\hat{D}(k_o) = \varepsilon(1 + \hat{T}/k_o)^{-1}. \quad (2.90)$$

Here $\hat{T}$ is the kinetic energy operator defined on the spatial mesh points. This choice for $\hat{D}$ is motivated by the fact that the high-energy components of $\hat{h}$ will be dominated by the eigenvalues of the kinetic energy operator. These parameters were chosen to be
\[ \epsilon = 0.015 \text{ and } k_o = 40 \text{ MeV}. \]

The convergence of the method is shown in Fig. 3 for three different nuclear configurations, ground state $^{20}\text{Ne}$, ground state $^{12}\text{C}$, and the shape isomeric SHF solution of $^{12}\text{C}(0^+)$. The ordinate of Fig. 3 shows the fractional change in the SHF energy,

\[ \Delta E^k = \frac{E_N(t_{k+1}) - E_N(t_k)}{E_N(t_k)}, \]

(2.91)
as a function of the iteration number \( k \). The Hartree-Fock iteration sequence is fully self-consistent, and the structure in the $^{20}\text{Ne}$ curve results from a reordering of the single-particle states due to three separate shell-crossings. The extension of the gradient iteration method to the constrained Hartree-Fock calculations and particularly to the density constrained Hartree-Fock (DCHF) method (CR85) is discussed in Appendix D. In recent years other types of numerical methods have also been proposed for the solution of SHF and constrained Hartree-Fock equations (BT77,DR80).

The gradient iteration and DCHF methods will be the essential ingredients in the numerical calculations carried out in the next chapter.
Figure 3. Convergence of the gradient iteration method for the nuclei $^{12}\text{C}$, $^{12}\text{C}(0^+)$, and $^{20}\text{Ne}$. The structure in the $^{20}\text{Ne}$ curve arises from the reordering of the single-particle states due to three separate shell crossings.
III. TDHF STUDIES OF NUCLEAR MOLECULES

In what follows we will examine the long-time behavior of the TDHF equations (Eq. 2.71) by initiating head-on (zero impact parameter) collisions with bombarding energies near the Coulomb barrier.

The TDHF evolution of nuclear dynamics is different from the stationary-state scattering theory in the sense that in TDHF theory we actually follow the motion of the wavepackets (KK76). Initially, both nuclei are approximated by their Hartree-Fock wavefunctions. These wavefunctions are then given a boost appropriate for the initial conditions of the collision (Eq. 2.43). By solving the TDHF equations, we follow these wavepackets during and after the collision. One problem with this scenario arises from the fact that the TDHF wavefunction stays as a single Slater determinant for all times, evolving in a non-linear, self-consistent fashion. This evolution differs from that of the exact Schroedinger equation. In the TDHF case the wavefunction does not decompose into a linear combination of channel eigenstates. Also, the initial TDHF determinant is a wavepacket in the space of channel eigenstates which makes it difficult to isolate a given incident channel. As a consequence, the calculation of specific quantum-mechanical information is complicated, and one usually deals with inclusive quantities (as opposed to exclusive). A more detailed discussion of the applications of the TDHF theory can be found in (DD85).

On the other hand the long-time collective motion arising from the solution of the TDHF equations can be interpreted through the language
of chaos (He81). The theory of chaos concerns the long-time behavior of non-integrable mechanical systems and addresses questions as to the nature of energy dissipation and equilibration of energy. Within the context of nuclear physics, these ideas were first used by Fermi, Pasta, and Ulam (FP57). Similarly, the hydrodynamic models of heavy-ion reactions (Be75) exhibit dissipative fluid flow behavior, where the details of momentum transfer and particle multiplicities may be considered as evidence for the formation of attractor regions in the reaction phase space. Various limits of the TDHF motion depend on the initial conditions (i.e. initial energy, initial separation, etc.). In the small amplitude limit, TDHF solutions yield unquantized vibrational frequencies with the classical interpretation of being the most probable RPA frequencies (Ro66, KK76). In this context, TDHF calculations of isoscalar and isovector giant resonances have been found to be in good agreement with the corresponding RPA calculations (BF79). The functional integral theories formulate the bound-states of the many-body system in terms of the periodic TDHF solutions (LN80, Bl81), but the numerical solution of the resulting equations are presently not possible.

Below we will study the collisions of $^4$He+$^{16}$C, $^{12}$C+$^{12}$C($0^+$), and $^4$He+$^{20}$Ne systems (SC84, US85). The important collective degrees of freedom of the composite system will be identified in terms of the moments of the density defined by

$$M_{LI}(t) = \int d^3x \, R^L \, Y_{LO}(\hat{R}) \rho_I(x, t), \quad (3.1)$$

where $\hat{R}$ denotes a vector in spherical coordinates. The isoscalar
density $\rho_0$ and the isovector density $\rho_1$ are given by the expectation of the operator

$$\rho_I(x) = \sum_{i=1}^{A} \delta(x-x_i)a_i^\dagger(i)$$

with

$$\langle q | a_i | q' \rangle = \begin{cases} \delta_{qq'}, & q = \text{proton} \\ (-1)^I \delta_{qq'}, & q = \text{neutron} \end{cases}$$

In terms of these quantities, isoscalar and isovector densities can be written as

$$\rho_I(x,t) = \begin{cases} \rho_p(x,t) + \rho_n(x,t), & I = 0 \\ \rho_p(x,t) - \rho_n(x,t), & I = 1 \end{cases}$$

Using the newly developed DCHF method, we also calculate the position of the TDHF trajectory with respect to the multi-dimensional energy surface of the composite system. The BKN force was used in all of the calculations presented below.

A. $^{4}\text{He+}^{14}\text{C SYSTEM}$

In these calculations THDF equations were evolved for times greater than about $3 \times 10^3$ fm/c with a time-step of $\Delta t = 0.75$ fm/c. The spatial discretization used a NRxNZ=10x45 point grid with a uniform mesh spacing of 0.5 fm. The total energy was conserved to better than $10^{-3}$ over the entire time interval. The initial $^{14}$C nucleus was obtained as a spherical approximation to the ground state using the filling approximation. In this approximation the levels of the open shell are occupied with fractional occupation numbers leading to the closure of the shell. The initial separation and the c.m. kinetic
After the initial contact at about 40 fm/c, the system relaxes into a configuration and undergoes quasiperiodic motion. The density contours in Fig. 4 are shown in the (y,z) plane (x=0), where the separation of the centers of the $^4\text{He}$ and $^{14}\text{C}$ nuclei is initially aligned along the z-axis. Density contours are shown at six different times beginning at about 500 fm/c and extending roughly for half a period of the oscillations. In a schematic interpretation the density shows an alpha-particle-like structure and a $^{14}\text{C}$-like structure which are exchanging about the center of mass of the $^{180}$ system. Figures 5-6 show the time and frequency dependence of the isoscalar quadrupole and octupole moments and the isovector dipole moment. From Fig. 5, we observe oscillations for times longer than the typical nuclear reaction times ($10^{-21}$ sec). Figure 6 shows a relatively pure 4-MeV frequency in the isoscalar octupole mode and 8- and 15-MeV frequencies in the isoscalar quadrupole mode. The isovector dipole has 4- and 9-MeV frequencies. The 4-MeV frequency could be a result of the coupling of isoscalar octupole and isovector dipole channels. The 4-MeV dipole frequency may correspond to the 4.4-MeV $1^-$ state observed in the $^4\text{He}^{14}\text{C}$ molecular band (GR83).

The position of the TDHF path with respect to the multi-dimensional static energy surface of the composite system, $^{180}$, is computed using the DCHF method. At certain time intervals along the collective path, one obtains the SHF energy subject to the constraint that the isoscalar density remains fixed. The energy surface shown in Fig.

energy were 15 fm and 7.5 MeV respectively.
Figure 4. Density contours ($I = 0$) in the collision plane for $^{18}_0$ system, starting from the initial $^4$He$+^{16}_C$ configuration. The times are considerably after the initial contact and exhibit the quasiperiodicity of the system. The density contours 1, 3, 5, and 6 are respectively 0.028, 0.084, 0.14, and 0.168 nucleons/fm$^3$. 
Figure 5. The time dependence of the isoscalar octupole, isoscalar quadrupole, and the isovector dipole moments for the $^{180}\text{O}$ system.
Figure 6. The frequency dependence of the isoscalar octupole, isoscalar quadrupole, and the isovector dipole moments for the $^{180}$ system.
7 is obtained by plotting the DCHF energy as a function of the octupole \( q_3 \) and quadrupole \( q_2 \) degrees of freedom. The DCHF equations were solved at approximately 450 different time points along the trajectory. The plot is obtained using a least-squares fit to the DCHF energies. The initial configuration corresponds to the coordinates \( q_2/q_{20} = 1.7 \), and \( q_3/q_{30} = -2.5 \). The system quickly evolves into the region shown in Fig. 7. The minimum energy in Fig. 7 corresponds to an axially symmetric shape isomer of the \(^{18}\text{O} \) system and is a stable solution of the unconstrained SHF equations.

The focusing of the TDHF trajectory to the vicinity of the shape isomeric minimum of the composite nuclear system is evidence for the formation of an attractor region in the reaction phase space. We should also note that this long-lived configuration is different from the one arising from the formation of a compound nucleus where the energy is equilibrated among all of the nucleons in the system.

B. \(^{12}\text{C} + ^{12}\text{C}(0^+) \) SYSTEM

The same analysis is also performed for the reaction \(^{12}\text{C} + ^{12}\text{C}(0^+) \). Here \( 0^+ \) denotes the 7.66-MeV excited state of \(^{12}\text{C} \). Choice of this state follows from the suggestion that this state may represent one of the building blocks of the \(^{12}\text{C} + ^{12}\text{C} \) molecule (EB81). Experimentally, this level lies at 7.66 MeV (just above the \( \alpha \)-threshold energy at 7.3 MeV) and has a very large \( \alpha \)-decay width (TA71). In the \( \alpha \)-particle model of the \(^{12}\text{C} \) nucleus this state has a collinear three-alpha configuration (TA71). The ground and low-lying states (for example, the
Figure 7. Density constrained static Hartree-Fock energies.

\[ E = E(\text{constrained}) - E_0, \quad E_0 = -122.3 \text{ MeV}, \]
as a function of the isoscalar quadrupole and octupole degrees of freedom. Contours are labeled in MeV. The constants \( q_{20}, q_{30} \) are \( q_{20} = 56.6 \text{ fm}^2 \), and \( q_{30} = -412.6 \text{ fm}^3 \).

The point having the energy \( E_0 \) is a shape isomer of the \( ^{180} \text{O} \) system.
4.43-MeV $2^+$ state) are below this threshold. In Fig. 8 we show the
density contours corresponding to the ground state Hartree-Fock wave-
function (configuration A) and to the Hartree-Fock shape isomeric wave-
function (configuration B) of $^{12}$C. On the same figure the change in
the SHF energy as a function of the deformation parameter $\beta$ and the
precise locations of configurations A and B are also shown (CH76). As
seen in the figure, the unaccounted center-of-mass motion (see section
II.C) in SHF theory introduces an error on the excitation energy of the
isomer with respect to the ground state. Detailed studies (TA71) have
shown that in order to be able to obtain the experimental electromagnetic transition probabilities, the true ground state and the $0^+$ state
should be formed as a linear combination of configurations A and B.
Specifically, these states are given by

$$
|0^+\rangle = 0.9777 |A\rangle + 0.21 |B\rangle \\
|0^+\rangle = 0.21 |A\rangle - 0.9777 |B\rangle
$$

with

$$
\langle 0^+_1 | 0^+\rangle = 0.
$$

In principle, this admixture will explain the excitation of the configuration B during the collision. Unfortunately, in Hartree-Fock theory
the construction of such correlated wavefunctions is not possible, and
here the collision between two Hartree-Fock wavefunctions corresponding
to configurations A and B will be studied.

Initially, the ions are 12 fm apart with c.m. kinetic energy of
7.5 MeV. The time-evolution was performed with a time-step of $\Delta t = 0.5$
fm/c and the reaction was followed up to $1.2 \times 10^4$ fm/c. The spatial
Figure 8. The structure of the $^{12}\text{C}(0^+)$ configuration obtained by constrained Hartree-Fock calculations.
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discretization used a NR×NZ=15×80 grid with a uniform mesh spacing of 0.5 fm. Figure 9 shows the evolution of the isoscalar density in the (y,z) plane at various times. Again, we see a quasiperiodic motion arising from a complicated matter flow. Similarly, Fig. 10 shows the rapid oscillations in the isovector density at various times. The oscillations are induced by the Coulomb force, and they correspond to high multipole structures. The associated time-dependence of the isovector dipole, isoscalar quadrupole, and the isoscalar octupole are shown in Fig. 11. The corresponding frequency spectra of Fig. 12 show a 1.5-MeV isoscalar octupole peak, 2.5- and 8-MeV isoscalar quadrupole peaks, and 6- and 8.5-MeV isovector dipole peaks.

The position of the TDHF trajectory with respect to the multidimensional energy surface of the $^{24}$Mg system is shown in Fig. 13. As before, the contours are shown in the quadrupole ($q_2$) and octupole ($q_3$) subset of the full collective Hilbert space. The path for $^{24}$Mg starts from the initial point at $q_2/q_{20} = 1.5$ and $q_3/q_{30} = 2.9$ and traverses a complex route about the shape isomer which has an energy of $-143.8$ MeV. The axially symmetric ground state of $^{24}$Mg occurs at $q_2 = 42.3$ fm$^2$ with an energy of $-179.9$ MeV.

C. $^4$He$+^{20}$Ne SYSTEM

A similar collision study was also performed for the $^4$He$+^{20}$Ne system with a c.m. kinetic energy of 6.5 MeV. The frequency spectrum for isovector dipole, isoscalar quadrupole, and isoscalar octupole motions is shown in Fig. 14. The similarities between the $^{12}$C$+^{12}$C(0$^+$) spectra
Figure 9. Density contours (I = 0) in the collision plane for the $^{24}\text{Mg}$ system, starting from an initial $^{12}\text{C}+^{12}\text{C}(0^+)$ configuration. Different times exhibit the quasi-periodicity of the system. The outer dark contour corresponds to $9 \times 10^{-4}$, the adjacent grey contour to $3 \times 10^{-3}$, the adjacent white contour to $8 \times 10^{-3}$, the adjacent grey contour to $3 \times 10^{-2}$, the adjacent white area to $7.2 \times 10^{-2}$, and the central dark region to $1.5 \times 10^{-1}$ nucleons/fm$^3$. 
Figure 10. Density contours (I = 1) in the collision plane for
the $^{24}$Mg system, starting from an initial $^{12}$C$^{12}$C($0^+$)
configuration. The isovector densities change more
rapidly in time, and they correspond to high multi-
pole structures. The darkest contour corresponds to
$8.8 \times 10^{-4}$, the grey contour always circled by the
darkest contour to $3 \times 10^{-3}$, the isolated grey con-
tours to $-6 \times 10^{-3}$, the white regions to $-4.4 \times 10^{-3}$,
and the grey contours encircled by the white region
to $-1.0 \times 10^{-2} \text{ e}^2/\text{fm}^3$. 
Figure 11. The time dependence of the isovector dipole, isoscalar quadrupole, and the isoscalar octupole moments for the $^{24}\text{Mg}$ system.
Figure 12. The frequency dependence of the isovector dipole, isoscalar quadrupole, and the isoscalar octupole moments for the $^{26}$Mg system.
Figure 13. Density constrained static Hartree-Fock energies.

$E = E(\text{constrained}) - E_0$, $E_0 = -143.8$ MeV, as a function of the isoscalar quadrupole and octupole degrees of freedom. Contours are labeled in MeV. The constants $q_{20}$, $q_{30}$ are $q_{20} = 367.6$ fm$^2$, and $q_{30} = 2164.3$ fm$^3$. The point having the energy $E_0$ is a shape isomer of the $^{24}$Mg system.
Figure 14. The frequency dependence of the isoscalar quadrupole, isoscalar octupole, and the isovector dipole moments for the $^{24}\text{Mg}$ system from an initial configuration $^4\text{He} + ^{20}\text{Ne}$. 
of Fig. 12 and this result indicate that both reactions are probing the same part of the $^{24}\text{Mg}$ collective energy surface. Experiments starting from a $^4\text{He}^{20}\text{Ne}$ initial configuration have also identified resonances which fit onto the $^{12}\text{C}^{12}\text{C}$ molecular band (Da81).

D. CHAOS

Here we will study the motion of the TDHF path for the $^{12}\text{C}^{12}\text{C}(0^+)$ system using the classifications of (WK82). These authors investigate a variety of quantization schemes for the classical trajectories of the three-level SU(3) model (LK70). For this model, exact quantum-mechanical, as well as closed-form TDHF solutions can be obtained.

Upon classifying the motion to be one of the three types: i) periodic, ii) quasiperiodic, and iii) stochastic, they conclude that it is not possible to quantize stochastic motions, whereas different quantization schemes for the quasiperiodic motion all give reasonable results.

In order to interpret the results of section B from this point of view, we plot the Poincaré projects for the motion of the $^{12}\text{C}^{12}\text{C}(0^+)$ system as shown in Fig. 15. We see that both isoscalar quadrupole and octupole modes seem to be filling the available phase space. Another measure for the degree of periodicity is given by the autocorrelation function,

$$C_{\text{LI}}(t) = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \exp(i\omega t) \left| M_{\text{LI}}(\omega) \right|^2.$$  

(3.6)

The calculated autocorrelation functions (Fig. 16) are small for all of
Figure 15. Poincaré phase space plots of $M_{LI}(t)$ vs. $M_{LI}(t)$ for isoscalar quadrupole and isoscalar octupole modes for the $^{24}\text{Mg}$ system.
Figure 16. The autocorrelation function $C_{L_1}(t)$ in units $\text{MeV} (\text{fm}^L \text{-sec}^2)$ as a function of time for the isoscalar quadrupole and octupole modes in the $^{24}\text{Mg}$ system.
relevant modes indicating that the motion is closer to being stochastic than periodic. These conclusions can be summarized as follows: the initial TDHF trajectory quickly relaxes into a region about the shape isomeric minimum and undergoes a complex, nonlinear motion. Even though the trajectory is focused into the reaction phase space of the isomer, the motion along the path appears to be stochastic and may reflect the formation of a strange attractor near this minimum.

To improve the degree of periodicity, the system must oscillate in the close neighborhood of the isomer. In practice, this can be achieved by localizing the TDHF trajectory via a DCHF minimization to the close proximity of this minimum. To test this idea, we continue the evolution until the system reaches a point in the vicinity of this minimum (after about 700 fm/c). The system is then "cooled" by keeping the density fixed and minimizing the energy. The following evolution starts from this state. Corresponding time-dependence of the isoscalar moments (Fig. 17) are more periodic than the previous calculation, and the dominant low-frequency motion now appears in all of these moments, which must be the case for exact periodicity (see Fig. 18). This trend also continues for the odd isovector moments shown in Figs. 19-20. The even multipoles do not have the expected low-frequency behavior, and they appear to be chaotic. The autocorrelation function associated with the "cooled" motion is shown in Fig. 21. The isoscalar and odd-parity isovector modes show strong correlations in time.

These results are important from the point of view that the quasi-periodic motion represents a known classical limit of quantum
Figure 17. Time dependence of the isoscalar quadrupole, octupole, and hexadecapole moments for the "cooled" modes of the $^{24}\text{Mg}$ system.
Figure 18. Frequency dependence of the isoscalar quadrupole, octupole, and hexadecapole moments for the "cooled" modes of the $^{24}\text{Mg}$ system.
Figure 19. Time dependence of the isovector dipole, quadrupole, and octupole moments for the "cooled" modes of the $^{24}$Mg system.
Figure 20. Frequency dependence of the isovector dipole, quadrupole, and octupole moments for the "cooled" modes of the $^{24}\text{Mg}$ system.
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Figure 21. The autocorrelation function $C_{LI}(t)$ in units $\text{MeV}(\text{fm}^L\text{-sec})^2$ as a function of time for the isoscalar quadrupole and octupole moments for the "cooled" modes of $^{24}\text{Mg}$. 
mechanics, whereas the stochastic motion does not (WK82). It seems that the "trapping" of the TDHF trajectories within the close neighborhood of the shape isomer could be a natural example for studying such a phenomenon.

E. NUCLEAR BREMSSTRAHLUNG

In recent years, the nucleon and pion bremsstrahlung has been widely used to investigate the reaction mechanisms involved in heavy-ion reactions (US84). The inclusive photon spectra obtained during the reaction could also be used for the same purpose.

This section introduces a formalism for photon emission from the charge distributions attained during heavy-ion collisions. The classical treatment of the radiation field results in a continuous spectrum which is related to the time-dependence of the proton density and proton current.

The action $S$ for a system consisting of an electromagnetic field and self-interacting particles is,

$$ S = S_N + S_{EM} + S_I $$

(3.7)

where $S_N$ is the nuclear action given by Eq. (2.37), $S_{EM}$ is the classical action for the electromagnetic field, and $S_I$ represents the action for the coupling of nuclear and electromagnetic parts. In Gaussian units,

$$ S_{EM} = -\frac{1}{16\pi} \int d^4x \, F_{\mu\nu} F^{\mu\nu} $$

$$ S_I = -\frac{1}{c} \int d^4x \, A_\mu J^\mu $$

(3.8)
with
\[ d^4x = dtd^3x. \]

The electromagnetic tensor \( F_{\mu\nu} \) is defined as in (Ja75), \( A_\mu \) is a four-vector having its time component as the scalar potential \( \phi \) and the space component the vector potential \( \vec{A} \),
\[ A^\mu = (\phi, \vec{A}). \]  
(3.9)

Similarly, the current four-vector is defined as
\[ J^\mu = (\rho_p, \vec{j}_p), \]  
(3.10)

where \( \rho_p \) and \( \vec{j}_p \) are the nuclear proton density and proton current given by Eq. (2.16). The variation of \( S \) with respect to the single-particle states yields the TDHF equations (Eq. 2.39) plus a term coming from the variation of \( S_f \), which we neglect. The variation with respect to the fields \( A_\mu \), together with the gauge invariance and current conservation, yields the four Maxwell's equations (LL79) in the presence of nuclear densities and currents,
\[ \hat{\nabla} \times \vec{B}(x,t) = -\frac{1}{c} \frac{3E}{\partial t} + \frac{4\pi}{c} \vec{j}_p(x,t) \]
\[ \hat{\nabla} \cdot \vec{B}(x,t) = 0 \]
\[ \hat{\nabla} \times \vec{E}(x,t) = -\frac{1}{c} \frac{\vec{B}}{\partial t} \]
\[ \hat{\nabla} \cdot \vec{E}(x,t) = 4\pi \rho_p(x,t). \]  
(3.11)

Using the Fourier transforms,
\[
\rho_p^+(x,t) = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \exp(-i\omega t) \rho_p^+(x,\omega)
\]
\[
\tilde{J}_p(x,t) = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \exp(-i\omega t) \tilde{J}_p(x,\omega),
\]

Maxwell's equations for each frequency component become

\[
\nabla \times \tilde{E}(x,\omega) + \frac{i\omega}{c} \tilde{E}(x,\omega) = \frac{4\pi}{c} \tilde{J}_p(x,\omega)
\]
\[
\nabla \cdot \tilde{B}(x,\omega) = 0
\]
\[
\nabla \times \tilde{B}(x,\omega) = i\omega/c \tilde{E}(x,\omega)
\]
\[
\nabla \cdot \tilde{E}(x,\omega) = 4\pi \rho_p(x,\omega).
\]

The multipole solution of these equations together with the continuity equation,

\[
\nabla \cdot \tilde{J}(x,\omega) = i\omega \rho_p(x,\omega),
\]

can be obtained by following the method of (Ja75), the only difference being that in our case the Eqs. (3.13-3.14) have to be solved for each frequency component. The asymptotic multipole solution can be written as

\[
\tilde{B}(x,\omega) = \frac{e^{-ikp}}{k^p} \sum_{LM} (-1)^{L+1} a(L,M,\omega) L Y_{LM}(\hat{r})
\]
\[
\tilde{E}(x,\omega) = \tilde{B}(x,\omega) \times \hat{r},
\]

where

\[
a(L,M,\omega) = \frac{4\pi}{1(2L+1)!!} \left( \frac{L+1}{L} \right)^{1/2} (\frac{\omega}{c})^{L+2}
\]

\[
\times \int_{-\infty}^{+\infty} dt \exp(i\omega t) \int d^3x \frac{L}{\Lambda \dot{y}_{LM}^R} \rho_p(x,t).
\]

In these expressions \( \rho \) denotes an asymptotic distance to the detector,
and the wavenumber \( k = \frac{w}{c} \). Implicit in the solution of these equations is the long-wavelength approximation for the photon. We assume that the wavelength of the photon,

\[
\lambda = 2\pi \frac{197.466}{E(\text{MeV})} \quad [\text{fm}],
\]

is much larger than the size of the source \( kr_{\max} \ll 1 \). One interesting outcome of Eqs. (3.15-3.16) is the fact that each term in the multipole expansion of \( \hat{E} \) and \( \hat{B} \) fields is determined by the time-development of the projection of the same multipole from the proton density.

To calculate the energy spectrum, we define the total radiated energy as an integral,

\[
W = \int d\Omega d\omega \frac{d^2W}{d\Omega d\omega}.
\]

(3.18)

Also, from the knowledge of the Poynting vector \( \hat{S}(x,t) \) one has,

\[
W = \int_{-\infty}^{+\infty} \mathrm{d}t \, \hat{S}(x,t) \cdot \hat{dA},
\]

(3.19)

where \( \hat{dA} \) is the surface area in the radial direction defined by the solid angle \( d\Omega \) of the cone

\[
\hat{dA} = \hat{r} \hat{r}^2 d\Omega.
\]

The time integral can be done in the following way,

\[
W = \frac{C}{4\pi} \int_{-\infty}^{+\infty} \mathrm{d}t \left[ \hat{E}^*(x,t) \times \hat{B}(x,t) \right] \cdot \hat{dA}
\]

\[
= \lim_{\omega \to 0} \frac{C}{4\pi} \int_{-\infty}^{+\infty} \mathrm{d}t \, \exp(i\omega t) \left[ \hat{E}^*(x,t) \times \hat{B}(x,t) \right] \cdot \hat{dA}.
\]

Using the Fourier tranforms for \( \hat{E} \) and \( \hat{B} \), this becomes
\[ W = \int d\omega d\Omega \frac{c}{8\pi^2} \left[ \hat{E}^*(\mathbf{k},\omega) \times \hat{b}(\mathbf{a},\omega) \right] \cdot \hat{p} \rho^2. \] (3.20)

Using Eq. (3.15) and comparing with Eq. (3.18), one can write

\[ \frac{dW}{d\Omega d\omega} = \frac{c}{8\pi^2} \left( \frac{c}{\omega} \right)^2 \sum_{LM} \sum_{L'M'} \left[ (1-L)^{-1} a^*(L,M,\omega) a(L',M',\omega) \right. \]
\[ \times \left. (L \cdot Y_{LM})^* (L' \cdot Y_{L'M'}) \right]. \] (3.21)

Integration over \( d\Omega \) yields,

\[ \frac{dW}{d\omega} = \frac{c}{8\pi^2} \left( \frac{c}{\omega} \right)^2 \sum_{LM} \left| a(L,M,\omega) \right|^2. \] (3.22)

The final expression for the classical approximation to the inclusive photon spectrum is given by

\[ \frac{dN}{d(\hbar\omega)} = \frac{\hbar c}{8\pi^2} \left( \frac{c}{\hbar\omega} \right)^3 \sum_L (2L+1) \left| a(L,\hbar\omega) \right|^2, \] (3.23)

where we have performed the \( M \) summation using the property of axial symmetry for the proton density,

\[ a(L,\hbar\omega) = \mathcal{K}_L \left( \frac{E}{\hbar c} \right)^{L+2} \int_{-\infty}^{+\infty} c dt e^{-iEt/\hbar} \int [2\pi r dr dz] R^L Y_{L0}(R) \hat{p}(r,z;t) \]
\[ R^L = \frac{4\pi}{(2L+1)!} \left( \frac{L+1}{L} \right)^{1/2} \]
\[ \mathcal{K}_L = \frac{4\pi}{(2L+1)!} \left( \frac{L+1}{L} \right)^{1/2} e \] (3.24)

In this expression \( e \) denotes the unit charge, and energy \( E \) is \( E = \hbar \omega \).

The spectrum for the bremsstrahlung generated by the oscillating proton density of the "cooled" system can be calculated from Eq. (3.23). The magnitude of the spectra falls rapidly with increasing value of \( L \). Figure 22 shows this spectra for the dipole, quadrupole and octupole modes.
Figure 22. The $\gamma$ spectrum, $dN_\gamma/dE$ (MeV$^{-1}$), as a function of the $\gamma$ energy, $E$(MeV), for the "cooled" modes of the $^{24}$Mg system.
IV. A LINEAR RESPONSE CALCULATION

In the TDHF studies of nuclear molecules the focusing of the trajectories onto a region about the shape isomeric minimum was observed. Despite this fact, there are numerous ambiguities and deficiencies associated with this approach. The nonlinearities inherent in TDHF equations lead to non-periodic behavior of the solutions. As a consequence, the observed frequencies are not comparable to the experimental molecular spectra. Another ambiguity has to do with the initialization of the ions. In the case of $^{12}\text{C} + ^{12}\text{C}$ we have seen that one has to start with two $^{12}\text{C}$ using correlated wavefunctions which also contain admixtures of other configurations and in particular an admixture of configuration B. This might influence the results obtained in the previous chapter, in the sense that the details of how the reaction proceeds may lead to different isomers. Furthermore, TDHF is a theory which is valid in the long mean free path (mean field) approximation. The relaxation of this approximation in principle could lead to a faster equilibration of energy, thus bringing the system closer to the isomer where the motion will be more periodic. In addition, there is the uncertainty about the correct excitation energy of the isomer with respect to the ground state. This problem can be surmounted by calculating the complete spectrum which will then differ from the experimental one by a constant shift in energy.

On the other hand, the classification of the data given by Eq. (1.2) allows to draw simple conclusions about the $^{12}\text{C} + ^{12}\text{C}$ molecular
configuration. If one ignores the doubling or sometimes tripling of the resonances shown in Fig. 2, then a single sequence of $I$ values, belonging to each rotational band, implies that we are dealing with an axially symmetric body constrained to rotate about an axis perpendicular to the symmetry axis. Also, the close agreement with the $I(I+1)$ rule for the members of the rotational bands indicates that the intrinsic motion of the system may be separated from the rotations of the rigid body as a whole (at least for low $I$ states).

The TDHF calculations mentioned above were restricted to axially symmetric geometry. To establish the correct symmetries of the $^{24}\text{Mg}$ isomer under consideration three-dimensional constrained Hartree-Fock calculations (Um82) (a constraint on the quadrupole moment), using oscillator basis expansion up to nine major oscillator shells in Cartesian coordinates, were performed. For the BKN force (the same force used in TDHF calculations) the ground state of $^{24}\text{Mg}$ is found to be a triaxial nucleus with a quadrupole moment of 43 fm$^2$ whereas the shape isomer corresponds to an axially symmetric configuration with a quadrupole moment of 110 fm$^2$. These results are also in agreement with Nilsson-Strutinsky calculations (LL75) using phenomenological interactions including the spin-orbit contribution, and other Hartree-Fock calculations (Mu67). In the case of the BKN force the isomer is 12.1 MeV higher than the lowest energy Hartree-Fock configuration. Table 4 shows the deformation and the energy of the isomer for various parameterizations of the Skyrme force. In this table the lowest energy configuration is the axially symmetric approximation to the true triaxial
Table 4. Properties of the $^{24}$Mg isomer for various parametrizations of the Skyrme interaction. The ground state configuration is an axially symmetric approximation to the true triaxial ground state and its energy should be taken by caution.
Table 4

<table>
<thead>
<tr>
<th>Force</th>
<th>E(g.s.) (MeV)</th>
<th>E(*) (MeV)</th>
<th>Q_{20}(g.s.) (fm^2)</th>
<th>Q_{20}(*) (fm^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>-188.78</td>
<td>-182.45</td>
<td>40.91</td>
<td>97.26</td>
</tr>
<tr>
<td>II</td>
<td>-188.25</td>
<td>-188.58</td>
<td>42.61</td>
<td>103.4</td>
</tr>
<tr>
<td>SkM*</td>
<td>-181.48</td>
<td>-176.16</td>
<td>43.82</td>
<td>104.7</td>
</tr>
<tr>
<td>BKN</td>
<td>-179.72</td>
<td>-171.40</td>
<td>42.32</td>
<td>100.0</td>
</tr>
</tbody>
</table>
configuration, and its energy should be interpreted with caution. For the Skyrme I force the density contours of the isomer are shown in Fig. 23. As we see, the structure is considerably different than that of two touching carbons. The structure resembles that of two alpha-like (possibly $^8\text{Be}$) structures attached to a $^{16}\text{O}$-like structure. It is more probable that in the experiment $^{12}\text{C}(^{12}\text{C},^{16}\text{O})^8\text{Be}$ (WS77) the $^{16}\text{O}$ could be found in its well-known 4p-4h shape isomeric $0^+$ state at 6.06 MeV (BG66).

In Fig. 24 a three-dimensional object together with the third component of a body-fixed coordinate system and the $z$ component of a space-fixed coordinate system is shown. The orientation of the body involves three Euler angles ($\theta, \phi, \gamma$), and three quantum numbers are needed to specify the state of the motion. The total angular momentum $I$ and its component on the space-fixed $z$-axis, $M$, provide two of these quantum numbers. Third is the component of $I$ on the body-fixed axis of symmetry, $K$. Since we are dealing with an even-even nucleus, where each nucleon is paired with another, the $I^\pi$ of the shape isomer is $0^+$. The component of the angular momentum onto the symmetry axis is also zero, $K^\pi = 0^+$. As a consequence of axial symmetry, $K$ is a constant of the motion. This is merely a statement that there are no collective rotations about the axis of symmetry. It then follows that the quantum number $K$ represents the angular momentum of the intrinsic motion and has a fixed value for the rotational band based on a given intrinsic state (BM75).

The axially deformed Hartree-Fock wavefunction of the isomer is
Figure 23. Density contours of the shape isomeric configuration of \(^{25}\text{Mg}\) using the Skyrme I force. The contour labeled 8 corresponds to 0.15 nucleons/fm\(^3\) and each subsequent contour falls by a factor of two.
Figure 24. Definitions of various quantities for a deformed body. The axis labeled $Z$ belongs to a space-fixed coordinate system, whereas axis $z$ belongs to a body-fixed frame and in the axis of symmetry. Vector $I$ is the total angular momentum having a component $K$ on the axis of symmetry and a component $M$ on the body-fixed $Z$-axis.
not rotationally symmetric and has a preferred direction in space. In principle, it is possible to define a collective rotation of the nucleus which would restore this symmetry (K077). This rotation, in general, would affect the intrinsic structure of the nucleus. However, the coupling of intrinsic and rotational degrees of freedom becomes important for the high angular momentum states, but could be ignored or treated perturbatively for low angular momenta. As mentioned previously, the experimental justification for neglecting the effects of rotations on the intrinsic motion comes from the fact that the low-lying states of at least six rotational bands in the $^{12}\text{C} + ^{12}\text{C}$ molecular data can be described by a single value for the moment of inertia and with a clear $I(I+1)$ dependence. In this case, the total Hamiltonian for the nucleus can be written as a sum of intrinsic and rotational parts (BM75) (for notational simplicity the intrinsic coordinates will not be explicitly shown),

$$H = H_{\text{int}} + h_0 \hat{I}^2,$$

(4.1)

where $h_0$ depends on the intrinsic coordinates. One should also note that in the collective model, for an axially symmetric nucleus with $K = 0$, this decoupling is exact (RS80). The vibrational energies associated with $H_{\text{int}}$ will be calculated by using the linear response theory developed in section (II.F). Under these conditions, the wavefunction of the nucleus will be of product form

$$|\Psi_{K=0, \nu} > = |X_\nu > |Y_{IM}(\theta, \phi)>,$$

(4.2)

where $X_\nu$ denotes the excited states of $H_{\text{int}}$, and the Legendre functions are the special case of rotation matrices for $K = 0$ (BM75). The
rotational band for a given vibrational energy $E_v$,

$$E_v = \langle X_v | H_{\text{int}} | X_v \rangle,$$

becomes

$$E(v, I) = E_v + \frac{n^2}{2\mathcal{J}_v} I(I+1)$$

where the moment of inertia $\mathcal{J}_v$ is defined through

$$\frac{n^2}{2\mathcal{J}_v} \equiv \langle X_v | h_0 | X_v \rangle.$$ (4.5)

Since the moment of inertia is not expected to change appreciably for the small amplitude oscillations about the equilibrium, it can be taken to be constant.

Another restriction on the rotational degrees of freedom comes from the fact that the intrinsic Hamiltonian of the isomer is invariant with respect to 180° rotations about an axis perpendicular to the symmetry axis. This implies that these rotations are part of the intrinsic degrees of freedom and therefore should be excluded from the rotational degrees of freedom. One way of achieving this is to demand that the operator $R_e$, which performs this rotation by acting on the rotational part of the wavefunction, is the same as the operator $R_i$, which does the same rotation by acting on the intrinsic wavefunction. Since $R_i$ acting on the intrinsic state has an eigenvalue +1 (invariance), the operator $R_e$ acting on the rotational part $(\theta+\pi-\theta, \phi+\pi-\phi)$,

$$R_e | Y_{IM}^{(\theta, \phi)} \rangle = (-1)^I | Y_{IM}^{(\theta, \phi)} \rangle,$$

has to have the same eigenvalue. This condition restricts $I$ to even integers only.

To calculate the vibrational spectra, we compute the strength
function $S(\omega)$ of Eq. (2.53) for a transition operator

$$f(\mathbf{r}) = \begin{cases} 
\lambda \sum_{i=1}^{A} r_i^L Y^L_{L_0}(\mathbf{r}_i), & L \neq 0 \\
\lambda \sum_{i=1}^{A} r_i^2, & L = 0.
\end{cases} \quad (4.7)$$

The time dependence of the external field is chosen to be a delta function in time. Because of this delta function, all of the frequencies are excited by the same field. The strength parameter $\lambda$ was chosen to assure an undamped motion. During the time evolution, the mass number was conserved to better than one part in $10^7$ using $\lambda = 0.005$. Making $\lambda$ smaller does not change any of the results presented here whereas larger values lead to the dampening of the motion due to the emission of the particles which reflect from the walls of the numerical box.

The box size used was 20 fm in $z$ and 7.5 fm in $r$ direction with a uniform mesh spacing of 0.5 fm. The time discretization was done with a 0.5 fm/c time-step, and the small amplitude motion was followed up to 16,400 fm/c. This number of time points ($2^{15}$) is large enough to allow a fast Fourier transform with 75 keV accuracy. The numerical method of solving the TDHF equations presented in Section (II.G) allow the conservation of the total energy to an arbitrary accuracy.

As a check of the linear response formalism and the numerical accuracy, the isoscalar $L=2,3,4$ giant resonances are calculated for the $^{160}$O nucleus. The Hartree–Fock wavefunctions for the spherical $^{160}$O nucleus was obtained by the Skyrme II force. Despite the fact that in these calculations the spin-orbit part of the Skyrme interaction was
neglected, the comparison to the full continuum RPA calculations of Ref. (KK77) is excellent. Table 5 tabulates the centroid energies obtained in these calculations together with those of Ref. (KK77).

We next calculate the vibrational states associated with the axially symmetric isomer of $^{24}\text{Mg}$. Since the THDF equations are solved in axial geometry, this symmetry is always preserved. Thus, the possible vibrational modes are superpositions of vibrations which are parallel and perpendicular to the symmetry axis of the nucleus (AB83), and they can be excited by using an external field $\lambda r^2$. The non-axial vibrations are not included, and they are assumed to lie higher in energy. In Fig. 25(a) the time development of the nuclear radius is plotted for the Skyrme I force. The evolution is nearly periodic with slight damping at very large times. The strength function shown in Fig. 25(b) contains six peaks whose centroid energies are tabulated in Table 6. As we see, the spurious zero-frequency peak appears exactly at zero energy which is an indication of the removal of the zero-point energy and the sufficiency of the box size chosen. In the same table we also show the same quantity for the Skyrme $M^*$ force, together with the experimental ($I=0$) levels and the vibrational energies of the U(4) model. At this point, one should note that the calculated spectrum can be shifted by a constant energy due to the uncertainty in the excitation energy of the isomer. For this table, the lowest vibrational energy was assumed to coincide with that of the U(4) model. The situation for the Skyrme II force is considerably different. For this force, one sees many peaks between 0-7 MeV which do not allow a clear
Table 5. Comparison of the $^{160}$ giant resonances calculated in this dissertation and RPA calculations.
<table>
<thead>
<tr>
<th>L</th>
<th>E (this work) (MeV)</th>
<th>E (RPA) (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>23.4</td>
<td>24.1</td>
</tr>
<tr>
<td>3</td>
<td>9.71</td>
<td>10.2</td>
</tr>
<tr>
<td>4</td>
<td>28.3</td>
<td>28.2</td>
</tr>
</tbody>
</table>
Figure 25. a) Time evolution of the nuclear radius for the oscillating $^{24}\text{Mg}$ system (Skyrme I). b) The strength function $S(\omega)$ showing the vibrational frequencies built on the $^{24}\text{Mg}$ isomer.
Table 6. Comparison of the experimental (I=0) energies with the results of the present calculation and the vibrational energies of the U(4) model. The data and U(4) energies are from Ref. (EB81).
Table 6

<table>
<thead>
<tr>
<th>Skyrme I (MeV)</th>
<th>Skyrme M* (MeV)</th>
<th>Experimental (MeV)</th>
<th>U(4) (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.98</td>
<td>1.01</td>
<td>-</td>
<td>1.04</td>
</tr>
<tr>
<td>1.97</td>
<td>2.12</td>
<td>-</td>
<td>2.58</td>
</tr>
<tr>
<td>3.01</td>
<td>3.08</td>
<td>3.17-3.35</td>
<td>3.44</td>
</tr>
<tr>
<td>4.00</td>
<td>4.13</td>
<td>4.25</td>
<td>4.44</td>
</tr>
<tr>
<td>4.80</td>
<td>5.06</td>
<td>-</td>
<td>5.20</td>
</tr>
<tr>
<td>5.75</td>
<td>5.90</td>
<td>5.80</td>
<td>5.84</td>
</tr>
</tbody>
</table>
identification of the vibrational energies. Furthermore, the period of oscillations is about 0.7 times smaller than that of the Skyrme I and M* forces. These differences between Skyrme I and Skyrme II forces have been observed previously in the calculation of giant resonances (BT75), and they may be attributed to the large differences between the effective masses of these forces as shown in Table 3. Also from Table 4, we note that for Skyrme II force the axially symmetric ground state of $^{24}$Mg has about the same energy of the isomer whereas the situation for the other forces is different.

The calculated energies shown in Table 6 are approximately equi-distant. Furthermore, the crossover transitions to the ground state of the isomer fall rapidly with the increasing excitation energy. These characteristics suggest that the resonances are multiple excitations from the ground state of the isomer. This is indeed possible, since in the calculation of the response function [Eq. (2.54)], we did not make the harmonic approximation (BT75)

$$\rho(\mathbf{r},t) = \rho_o(\mathbf{r}) + (\rho(1)(\mathbf{r})e^{-i\omega t} + c.c.).$$

In principle, one could not completely decouple the vibrations that are parallel (longitudinal) and perpendicular (transverse) to the symmetry axis. In order to gain further insight about the nature of the vibrations, one can study the response function for longitudinal and transverse motion by choosing $f(\mathbf{r})$ as $\mathbf{r}$ and $(z-z_{cm})^2$ respectively. The motion in longitudinal direction appears to be large amplitude ($\Delta z \approx 4.2$ fm) with a very smooth time evolution, whereas the motion in transverse direction is perturbative ($\Delta r < 0.02$ fm) indicating that it is
due to the coupling of the two modes. This result is in agreement with the fact that for strongly deformed nuclei the vibrations in the direction of the smallest incompressibility (for prolate nuclei the longitudinal direction) will produce the low-energy components of the collective excitation. Using the energies from Table 6, together with Eq. (4.4), one gets a relatively good fit to the molecular data provided one uses the empirical moment of inertia of 6.5 MeV\(^{-1}\). The rigid-body moment of inertia of the isomer is 6 MeV\(^{-1}\).

Recently, \(\gamma\)-decay of the 14\(^+\) resonance at \(E_{\text{cm}} = 25.7 \text{ MeV}\) to 12\(^+\) state at 19.3 MeV in the \(^{12}\text{C}^{+^{12}}\text{C}\) system has been experimentally observed. The branching ratio \((6 \times 10^{-7})\) was found to be order of magnitude smaller than expected for E2 radiation emitted by a rigidly rotating di-nuclear complex. Consequently, other mechanisms were suggested as the source of the fine-structure resonances. However, these conclusions are in conflict with the findings of this dissertation. Leaving aside the sensitivity of the results to the details of the experimental procedures, the assumed value of the quadrupole moment, corresponding to the di-nuclear complex \((180 \text{ fm}^2)\), is considerably larger than the calculated value for the shape isomeric configuration of \(^{24}\text{Mg}\) \((100 \text{ fm}^2)\). Since the electromagnetic transition strength is proportional to the square of the quadrupole deformation, one has to be careful when making predictions based on this value. It is also not clear whether the 14\(^+\) and 12\(^+\) states belong to the same rotational band. In such a case, the transition strength between rotational states belonging to different rotational bands will be drastically reduced due to the
differences in the intrinsic configurations. In conclusion, these experiments do not seem convincing enough to rule out the possibility that these states are built on the composite nuclear system. Furthermore, there exists, as mentioned in the Introduction, a considerable number of particle-decay experiments, which indicate otherwise.
V. CONCLUSION

The origin of the correlated resonances observed in the collisions of light systems has been one of the outstanding questions in low-energy heavy-ion physics. This dissertation addressed this issue from a microscopic standpoint. Unlike previous microscopic calculations, those presented here make no a priori assumptions about the many-body dynamics. In the time-dependent Hartree-Fock calculations of the dynamics the formation of a nuclear molecule was identified by its long-lived cluster-like character with a definite memory of the entrance channel configuration. Using the newly developed density constrained Hartree-Fock formalism, the position of the time-dependent Hartree-Fock trajectory with respect to the multi-dimensional energy surface of the composite nuclear system was traced. For all of the systems studied (\(^4\)He + \(^{14}\)C, \(^{12}\)C + \(^{12}\)C(0\(^+\)), \(^4\)He + \(^{20}\)Ne) the dynamic path was found to be localized about a shape isomeric minimum of the composite system. This result clearly establishes the connection between the observed molecular resonances and the states built on these isomers. In addition, the dynamics are found to be strongly dependent on the inelastic excitations of the target and/or projectile (like in the \(^{12}\)C+\(^{12}\)C(0\(^+\)) case).

The limitations of the time-dependent Hartree-Fock theory, mentioned in Chapters III and IV, do not allow the extraction of detailed quantum-mechanical information concerning the states built on these isomers. To accomplish this, one needs to perform a nuclear structure
calculation. Here, the Hartree-Fock theory, together with the realistic Skyrme interaction, was used to calculate the axially symmetric shape isomer of $^{24}$Mg. A linear response calculation, limited only to axially symmetric vibrations, was carried out to determine the states built on this configuration. The results established a multiple excitation of a vibrational mode (I = 0), which has vibrational spacing of approximately 1 MeV, in agreement with the data and the U(4) model.

In summary, this dissertation introduces microscopic evidence relating the observed molecular resonances to the states built on the shape isomeric minimum of the composite nuclear system. Extension of this study is dependent on the development of nuclear structure calculations for strongly deformed configurations. Consideration of non-axial vibrations, effects of rotations on intrinsic configurations, and the dependence of results on effective interactions are some of the possible ways to further pursue the problem.
APPENDIX A

In this appendix the derivation of the Skyrme energy density will be outlined. The derivation is without the spin-orbit interaction.

A. ONE-BODY KINETIC ENERGY

Using the first term of Eq. (2.14), the expectation value of the kinetic energy operator becomes

\[ \langle T \rangle = \sum_{i,j=1}^{A} \langle i | t | j \rangle \langle \phi | a_i^\dagger a_j | \phi \rangle, \]  

where Eq. (2.12) was also used. With the help of the anticommutation relations, [Eq. (2.9)] and Eq. (2.12),

\[ \langle T \rangle = \int d^3r \phi_i^*(r) \left( -\frac{\hbar^2}{2m} \nabla^2 \right) \phi_i(r). \]  

Integrating by parts and using the fact that the wavefunction vanishes at large distances, the final form of the kinetic energy is

\[ \langle T \rangle = \int d^3r \frac{\hbar^2}{2m} \tau(r). \]  

B. THE TWO-BODY POTENTIAL

Using the second term of Eq. (2.14), the expectation value of the two-body potential is given by

\[ \langle V^{(2)} \rangle = \frac{1}{2} \sum_{ijk\ell} \langle i j | v_{12} | k \ell \rangle \langle \phi | a_i^\dagger a_j^\dagger a_k a_\ell | \phi \rangle, \]  

where Eq. (2.12) was also used. Anticommutation relations yield a general form for the expectation of the two-body potential,

\[ \langle V^{(2)} \rangle = \frac{1}{2} \sum_{ij} \left[ \langle i j | v_{12} | ij \rangle - \langle ij | v_{12} | ji \rangle \right]. \]
where the first term is known as the "direct" part and the second term as the "exchange". The exchange term can be rewritten in a more compact form through the definition of the particle exchange operator,

\[ P_{12} = P_r P_{\sigma} P_{\tau}, \]

where \( P_{\sigma} \) and \( P_{\tau} \) denote the spin and isospin exchange operators given by Eq. (2.6), and \( P_r \) is the radial exchange operator which is unity for zero-range interactions. Using \( P_{12} \), Eq. (A.5) takes the form

\[ \langle V^{(2)} \rangle = \frac{1}{2} \sum_{ij} \langle ij | v_{12} (1 - P_{12}) | ij \rangle. \]  

(A.7)

Here we have also used the invariance of \( v_{12} \) under particle exchange.

1. Contribution from the \( t_0 \) term.

Using the part of \( v_{12} \) proportional to \( t_0 \) [Eq. (2.5a)] in Eq. (A.7), we obtain

\[ V_0 = \frac{t_0}{2} \sum_{ij} \langle ij | t_0 \delta (\hat{r}_1 \cdot \hat{r}_2) (1 + x_0 P_{\sigma}) (1 - P_{12}) | ij \rangle. \]  

(A.8)

Since we are dealing with a zero-range force, \( P_r = 1 \). Also, using the fact that the trace of the spin matrices is zero, and \( P_{\sigma}^2 = 1 \), \( V_0 \) takes the form

\[ V_0 = \frac{t_0}{2} \sum_{ij} \langle ij | \left( 1 + \frac{x_0}{2} \right) - \left( \frac{1}{2} + x_0 \right) \delta q_i q_j | ij \rangle. \]  

(A.9)

and from Eq. (2.16),

\[ V_0 = \int d^3 r \frac{t_0}{2} \left[ \left( 1 + \frac{x_0}{2} \right) \rho^2 - \left( \frac{1}{2} + x_0 \right) \sum_q \rho_q^2 \right]. \]  

(A.10)
2. Contribution from the $t_1$ term.

Using the part of $v_{12}$ proportional to $t_1$ [Eq. (2.5a)] in Eq. (A.7), we obtain

$$V_1 = -\frac{t_1}{16} \sum_{ij} <ij| \delta(t_1-t_2)(v_1^2 + v_2^2 - 2\hat{v}_1 \cdot \hat{v}_2)(1 - p_{12}) |ij> + c.c.$$  \hspace{1cm} (A.11)

Writing the projection operators explicitly, Eq. (A.11) becomes

$$V_1 = -\frac{t_1}{16} \sum_{ij} <ij| (v_1^2 + v_2^2 - 2\hat{v}_1 \cdot \hat{v}_2)(1 - \frac{1}{2} \delta q_i q_j) |ij> + c.c.$$  \hspace{1cm} (A.12)

For the calculation of these terms we make use of the following relations,

$$\sum_i \phi_i^*(r) v^2 \phi_i(r) = \frac{1}{2} v^2 \rho(r) - \tau(r)$$  \hspace{1cm} (A.13)

$$\sum_i \phi_i^*(r) \hat{v} \phi_i(r) = \frac{1}{2} \hat{v} \rho(r) + i \tau(r).$$

This yields

$$\sum_{ij} <ij| (v_1^2 + v_2^2) \delta(t_1-t_2) + c.c. = \int d^3r [2\rho v^2 \rho - 4\rho \tau]$$  \hspace{1cm} (A.14)

$$-2 \sum_{ij} <ij| \hat{v}_1 \cdot \hat{v}_2 \delta(t_1-t_2) |ij> + c.c. = \int d^3r [\rho v^2 \rho + 4\rho^2],$$

where an integration by parts was performed in the calculation of the first term. The calculation of the exchange term proceeds identically to that of the direct term, and it will not be shown explicitly. Final form for $V_1$ is
\[ v_1 = \int d^3r \left( -\frac{t_1}{16} \right) \left[ 3p v^2 p - 4p r + 4j^2 - \frac{3}{2} \rho_n v^2 p_n - \frac{3}{2} \rho_p v^2 p_p \right. \]
\[ \left. + 2\rho_n \tau_n + 2\rho_p \tau_p - 2j^2 - 2j^2 \right] \]
\[ (A.15) \]

3. Contribution from the \( t_2 \) term.

Using the part of \( v_{12} \) proportional to \( t_2 \) in Eq. (A.7), we get

\[ v_2 = \frac{t_2}{4} \sum_{ij} \langle ij | \hat{v}_1^* \delta(\hat{r}_1 - \hat{r}_2) \hat{v}_1 - \hat{v}_2^* \delta(\hat{r}_1 - \hat{r}_2) \hat{v}_2 \rangle (1 - p_{12}) | ij \rangle, (A.16) \]

where the primes indicate that the gradient operator is acting on the left. The calculation of \( V_2 \) is very similar to that of \( V_1 \) except this term acts on \( p \)-waves; therefore, the Majorana exchange operator \( P \) has to be replaced by \(-1\) in evaluating the exchange term. To make further use of the operations done for \( V_1 \), we integrate the second term by parts to obtain

\[ v_2 = \frac{t_2}{4} \sum_{ij} \langle ij | \left[ 2\hat{v}_1^* \delta(\hat{r}_1 - \hat{r}_2) \hat{v}_1 \right. \]
\[ \left. + \delta(\hat{r}_1 - \hat{r}_2)(\hat{v}_1^2 + \hat{v}_2^2) \right] (1 + \frac{1}{2} \delta q_i q_j) | ij \rangle. \]
\[ (A.17) \]

Using Eq. (13), and integrating the \( (\nabla \rho)^2 \) term by parts, the contribution from the \( t_2 \) term becomes

\[ v_2 = \int d^3r \frac{t_2}{16} \left[ 4\rho r + \rho v^2 p - 4j^2 + 2\rho \tau_p + 2\rho \tau_n \right. \]
\[ \left. + \frac{1}{2} \rho p v^2 p + \frac{1}{2} \rho_n v^2 p_n - 2j^2 - 2j^2 \right] \]
\[ (A.18) \]

4. Contribution from the \( t_3 \) term.

To calculate the contribution arising due to the three-body term
of the potential, we use the equivalent two-body form with explicit dependence on the nuclear density [Eq. (2.7)]. In this case, Eq. (A.7) yields

\[ V_3 = \frac{t_3}{12} \sum_{ij} <ij| (1 + p_\alpha) \delta(r_1 - r_2) \rho \left( r_1 + r_2 \right) \left( \frac{3}{2} - \frac{3}{2} \delta q_i q_j \right) |ij>. \] (A.19)

After acting with the projection operators, \( V_3 \) becomes

\[ V_3 = \frac{t_3}{12} \sum_{ij} <ij| \delta(r_1 - r_2) \rho \left( \frac{r_1 + r_2}{2} \right) \left( \frac{3}{2} - \frac{3}{2} \delta q_i q_j \right) |ij> \] (A.20)

\[ = \int d^3r \frac{t_3}{8} \left[ \rho^2 - \rho_p^2 - \rho_n^2 \right]. \] (A.21)

**APPENDIX B**

In order to simulate the effects of a finite-range interaction, the surface energy terms, \( \rho \nabla^2 \rho \), in Skyrme interaction are replaced by the following sum of Yukawa interactions,

\[ E_y = \int d^3r \int d^3r' \frac{e^{-|r-r'|/a}}{a^3} \left[ \frac{v_\alpha u - v_\alpha u}{2} \rho(r) \rho(r') + \frac{(v_\alpha - v_\alpha)}{2} \sum q_i q_j \right]. \] (B.1)

Instead of doing one of the three-dimensional integrals, we can solve the associated Helmholtz equation,

\[ \hat{\Phi}(r) = 4\pi a^3 \rho(r) + a^2 v_\alpha \hat{\Phi}(r), \] (B.2)

which has the solution,

\[ \hat{\Phi}(r) = \int d^3r' \rho(r') \frac{e^{-|r-r'|/a}}{|r-r'|/a}. \] (B.3)

Iterating Eq. (B.2), we obtain
\[ \psi(r) = 4\pi a^3 [\rho(r) + a^2 V^2 \rho(r) + \text{higher order terms}] . \]  

(B.4)

This expansion is then used to replace one of the integrals in Eq. (B.1),

\[
E_Y = \int dr 4\pi a^3 \left\{ \frac{\nu}{2} \rho^2 + a^2 \frac{\nu}{2} \rho V^2 \rho - \frac{\nu}{2} \sum_q \rho^2 - a^2 \frac{\nu}{2} \sum_q \rho V^2 \rho \right\} .
\]

(B.5)

Note that in this expansion we also have terms proportional to \( \rho^2 \).

Comparison of the coefficients of \( \rho V^2 \rho \) terms in Eq. (B.5) with those of Eq. (2.15) yield the relations given by Eq. (2.18). Similarly, the \( \rho^2 \) terms result in modifications given by Eq. (2.19).

APPENDIX C

The action of the tri-diagonal matrices \( H \) and \( V \) on wavefunctions \( g_x \) are given by Eqs. (2.72-2.79). On the other hand, the time-evolution operator \( G_{FR} \) given by Eq. (2.86) requires the inversion of tri-diagonal matrices of the form

\[
\left[ 1 + \frac{i\Delta t}{2\hbar} H \right]^{-1}.
\]

(C.1)

Instead, the inversion can be done by solving the tri-diagonal system of equations using a special form of the Gaussian elimination method,

\[
\left( 1 + \frac{i\Delta t}{2\hbar} H \right) g^{\cdot\cdot}(t) = g^{\cdot}(t),
\]

(C.2)

where \( g^{\cdot} \) is defined as

\[
g^{\cdot}(t) = \left[ 1 - \frac{i\Delta t}{2\hbar} V \right] g(t).
\]

(C.3)
Since $H$ acting on $g^{\prime\prime}$ only changes the discrete coordinate index $j$, Eq. (C.2) can be cast into the form

$$C_{j-1}g^{\prime\prime}(i,j-1) + C_{j}g^{\prime\prime}(i,j) + C_{j+1}g^{\prime\prime}(i,j+1) = g^{\prime}(i,j), \quad (C.4)$$

where the coefficients are obtained from Eq. (2.72) as

$$C_{j-1} = B^{(+)}(i,j-1)$$

$$C_{j} = 1 + \frac{1}{\Delta t} \left( B^{(0)}(i,j) + \frac{1}{2} h_{o}(i,j) \right) \quad (C.5)$$

$$C_{j+1} = B^{(+)}(i,j).$$

Note that for notational simplicity we have suppressed the time indices. A recursive solution of Eq. (C.4) can be obtained by defining

$$g^{\prime\prime}(i,j) = E_{j} g^{\prime\prime}(i,j+1) + F_{j}, \quad j = N_{z}-1, \ldots, 1 \quad (C.6)$$

together with the boundary condition,

$$g^{\prime\prime}(i,N_{z}) = 0. \quad (C.7)$$

To obtain the arrays $E$ and $F$, we substitute $g^{\prime\prime}(i,j-1)$ from Eq. (C.6) into Eq. (C.4),

$$g^{\prime\prime}(i,j) = \frac{C_{j+1}}{C_{j-1} E_{j-1} + C_{j}} g^{\prime\prime}(i,j+1) + \frac{g^{\prime}(i,j) - C_{j-1} F_{j-1}}{C_{j-1} E_{j-1} + C_{j}}. \quad (C.8)$$

Comparing Eq. (C.8) and Eq. (C.6), we can write the following recursion relations for $E$ and $F$,

$$E_{j} = - \frac{C_{j+1}}{C_{j-1} E_{j-1} + C_{j}}; \quad F_{j} = \frac{g^{\prime}(i,j) - C_{j-1} F_{j-1}}{C_{j-1} E_{j-1} + C_{j}}, \quad j = 1, 2, \ldots, N_{z}, \quad (C.9)$$

together with boundary conditions,

$$E_{0} = F_{0} = 0. \quad (C.10)$$
APPENDIX D

In Section II.G we have discussed the gradient iteration step for solving the static Hartree-Fock equations. Here, we will incorporate the constrained Hartree-Fock calculations into the gradient iteration step. We will first illustrate the derivation for a general constraining field, and afterwards, we will write the equations for the density constraint. We start with an imaginary time iteration step of Eq. (2.89),

\[ |x^{k+1}_\lambda> = \mathcal{O} \{ |x^k_\lambda> - \epsilon (\hat{h}^k - \epsilon^k_\lambda)|x^k_\lambda> \}. \]  

(D.1)

It is possible to rewrite Eq. (B.1) via the use of the projection operator,

\[ \hat{P}_\lambda = 1 - |x^k_\lambda><x^k_\lambda|, \]

as

\[ |x^{k+1}_\lambda> = \mathcal{O} \{ |x^k_\lambda> - \epsilon \hat{P}_\lambda \hat{h}^k |x^k_\lambda> \}. \]  

(D.2)

The aim of this appendix is to devise an iteration scheme such that the expectation value of an arbitrary operator \( \hat{Q} \) does not change from one iteration to the next

\[ \sum_\lambda <x^{k+1}_\lambda |\hat{Q}|x^{k+1}_\lambda> = \sum_\lambda <x^k_\lambda |\hat{Q}|x^k_\lambda>. \]  

(D.4)

Furthermore, we wish this expectation value to be equal to a fixed number \( Q_0 \). To achieve this, we use the method of Lagrange multipliers,

\[ |x^{k+1}_\lambda> = \mathcal{O} \{ |x^k_\lambda> - \epsilon \hat{P}_\lambda (\hat{h}^k + \lambda \hat{Q}) |x^k_\lambda> \}. \]  

(D.5)
where \( \lambda \) is to be determined from Eq. (D.4). The application of the Gram-Schmidt orthogonalization procedure yields, to order \( \varepsilon^2 \),

\[
| x_{\lambda}^{k+1} \rangle = (1 - A_\lambda) | x_{\lambda}^k \rangle + \sum_{\mu=1}^{\lambda-1} \left[ \langle x_{\lambda}^k | A_\lambda^\dagger | x_{\mu}^k \rangle + \langle x_{\lambda}^k | A_\mu | x_{\mu}^k \rangle \right] | x_{\mu}^k \rangle,
\]

where we have defined

\[
A_\lambda = \hat{p}_\lambda^k \varepsilon (\hbar^k + \lambda \hat{Q}).
\]

From Eq. (D.6) we calculate the lefthand side of Eq. (D.4) to obtain

\[
\lambda = \frac{\langle x | \hat{Q} (\hbar^k + \lambda \hat{Q}) | x \rangle}{\langle x | \hat{Q}^2 | x \rangle},
\]

where

\[
\langle x | \hat{A}\hat{B} | x \rangle = \sum_\lambda \langle x_{\lambda}^k | \hat{A}\hat{B} | x_{\lambda}^k \rangle - 2 \sum_\lambda \sum_{\mu=1}^{\lambda-1} \langle x_{\lambda}^k | \hat{A} | x_{\mu}^k \rangle \langle x_{\mu}^k | \hat{B} | x_{\lambda}^k \rangle.
\]

The difference between the expectation value of \( \hat{Q} \) in each iteration step will be of order \( \varepsilon^2 \). To further correct for this error, we add a term which is solely driven by this difference,

\[
\delta \lambda = \frac{\left[ \sum_\lambda \langle x_{\lambda}^k | \hat{Q} | x_{\lambda}^k \rangle - Q_0 \right]/2\varepsilon}{\langle x | \hat{Q}^2 | x \rangle}.
\]

This is then the most optimal value of \( \lambda \) to be used at each iteration step. As we see, the calculation of the exchange terms is rather costly. Instead, it is possible to formulate an iterative scheme for determining \( \lambda \) at each iteration step. To do this, we perform an intermediate step,

\[
| x_{\lambda}^{k+1/2} \rangle = \mathcal{O} \{ | x_{\lambda}^k \rangle - \varepsilon (\hbar^k + \lambda^k \hat{Q} - \varepsilon^k) | x_{\lambda}^k \rangle \},
\]

\( (D.11) \)
and calculate the difference

$$\delta Q^{k+1/2} = \sum_{\lambda} \langle x_{\lambda}^{k+1/2} | \hat{Q} | x_{\lambda}^{k+1/2} \rangle - \sum_{\lambda} \langle x_{\lambda}^{k} | \hat{Q} | x_{\lambda}^{k} \rangle.$$  (D.12)

We then correct \(\lambda\) to reduce this difference,

$$\lambda^{k+1} = \lambda^{k} + C_{o} \frac{\delta Q^{k+1/2}}{2\varepsilon \sum_{\lambda} \langle x_{\lambda}^{k} | \hat{Q}^{2} | x_{\lambda}^{k} \rangle + d_{o}},$$  (D.13)

where we have replaced the exchange term by the constant \(d_{o}\). In terms of these intermediate states, the \((k+1)st\) step is given by

$$\langle x_{\lambda}^{k+1} > = \delta \{ \langle x_{\lambda}^{k+1/2} > - \varepsilon (\lambda^{k+1} - \lambda^{k} + \delta \lambda^{k}) \hat{Q} | x_{\lambda}^{k+1/2} \rangle \},$$  (D.14)

where

$$\delta \lambda^{k} = \frac{\sum_{\lambda} \langle x_{\lambda}^{k} | \hat{Q} | x_{\lambda}^{k} \rangle - Q_{o}}{2\varepsilon \sum_{\lambda} \langle x_{\lambda}^{k} | \hat{Q}^{2} | x_{\lambda}^{k} \rangle + d_{o}}.$$  (D.15)

The extension of this method to the density constraints is a trivial one. In this case, we would like to constrain a continuous density,

$$\rho^{k}(r) = \sum_{\lambda} \langle x_{\lambda}^{k}(r) | x_{\lambda}^{k} \rangle | 2,$$  (D.16)

to be equal to \(\rho_{o}(r)\). The operator \(\hat{Q}\) becomes the density operator \(\hat{\rho}(r)\) defined as

$$\langle x_{\lambda}^{k} | \hat{\rho}(r) | x_{\lambda}^{k} \rangle = \langle x_{\lambda}^{k}(r) | 2,$$  (D.17)

and the product \(\lambda \hat{Q}\) becomes an integral,

$$\lambda \hat{Q} + \int d^{3}r \lambda(r) \hat{\rho}(r).$$  (D.18)

Note that in coordinate space \(\hat{\rho}(r)\) is a delta function, and
\[ \int d^3r \lambda(r) \hat{\rho}(r) = \lambda(r). \]  

(D.19)

From these equations the iterative scheme for \( \lambda^k(r) \) can be written as

\[ \lambda^{k+1}(r) = \lambda^k(r) + C_0 \frac{\delta \rho^{k+1/2}}{2 \epsilon \rho(k^2) + d_0}, \]  

(D.20)

where

\[ \delta \rho^{k+1/2}(r) = \rho^{k+1/2}(r) - \rho_o(r) \]  

(D.21)

is obtained from the half-time iteration step

\[ \chi_{\lambda}^{k+1/2} = \epsilon \{ \chi_{\lambda}^k + \lambda^k(r) - \epsilon^k \} | \chi_{\lambda}^k \}. \]  

(D.22)

Using these wavefunctions, the \((k+1)\)st iteration becomes

\[ \chi_{\lambda}^{k+1} = \epsilon \{ \chi_{\lambda}^{k+1/2} - \epsilon(\lambda^{k+1}(r) - \lambda^k(r) + \delta \lambda^k(r)) \} | \chi_{\lambda}^{k+1/2} \}, \]  

(D.23)

where

\[ \delta \lambda^k(r) = C_0 \frac{\rho^k(r) - \rho_o(r)}{2 \epsilon \rho_o(r) + d_o}. \]

In practical calculations the parameter \( \epsilon \) of Eq. (D.1) has been replaced by the damping operator of Eq. (2.91), and the constants \( C_0 \) and \( d_o \) were chosen to be 0.9 and \( 7 \times 10^{-5} \) respectively.
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